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A B S T R A C T

The Riemann hypothesis states that all nontrivial zeros of the zeta
function lie in the critical line Re(s) = 1/2. Motivated by the Hilbert-
Pólya conjecture which states that one possible way to prove the
Riemann hypothesis is to interpret the nontrivial zeros in the light
of spectral theory, a lot of activity has been devoted to establish a
bridge between number theory and physics. Using the techniques of
the spectral zeta function we show that prime numbers and the Rie-
mann zeros have a different behaviour as the spectrum of a linear
operator associated to a system with countable infinite number of
degrees of freedom. To explore more connections between quantum
field theory and number theory we studied three systems involving
these two sequences of numbers.

First, we discuss the renormalized zero-point energy for a massive
scalar field such that the Riemann zeros appear in the spectrum of the
vacuum modes. This scalar field is defined in a (d+ 1)-dimensional
flat space-time, assuming that one of the coordinates lies in an finite
interval [0,a]. For even dimensional space-time we found a finite reg-
ularized energy density, while for odd dimensional space-time we
are forced to introduce mass counterterms to define a renormalized
vacuum energy.

Second, we established a remarkable connection between the asymp-
totic distribution of the Riemann zeros with the asymptotic behaviour
of the two-point correlation function in the momentum space of the
non-linear sigma model. This is done in the leading order in the 1/N
expansion in a two-dimensional Euclidean space.

Finally, we studied the consequences of introducing disorder on
an arithmetic gas. We study the thermodynamic variables as the av-
erage free energy density and average mean energy density in the
complex β-plane. We define a Hagedorn temperature above which
the system can not be heated up. At this temperature the divergence
of the partition function is related to the prime number theorem. For
an ensemble made by an enumerable infinite set of copies we show
that the mean energy density depends strongly on the distribution of
the Riemann zeros. Whereas considering an ensemble made by a non
enumerable set of copies, the singular behavior of the average free
energy density disappears. We obtain a non singular average energy
density of the system using an analytic regularization procedure.
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R E S U M O

A hipótese de Riemann afirma que todos os zeros não triviais da
função zeta estão na linha crítica Re(s) = 1/2. Motivado pela conjec-
tura Hilbert-Polya a qual afirma que uma maneira possível de provar
a hipótese de Riemann é interpretar os zeros não triviais à luz da
teoria espectral, muita atividade tem se dedicado a estabelecer uma
ponte entre a teoria dos números e a física. Utilizando as técnicas
da função zeta espectral nós mostramos que os números primos e os
zeros de Riemann tem um comportamento diferente como o espec-
tro de um operador linear associado a um sistema com um número
infinito contável de graus de liberdade. Para explorar mais conexões
entre a teoria quântica de campos e a teoria dos números, estudamos
três sistemas envolvendo essas duas sequências de números.

Primeiro, discutimos a energia do ponto zero renormalizada para
um campo escalar massivo de tal forma que os zeros Riemann apare-
cem no espectro dos modos de vácuo. Este campo escalar é definido
em um espaço-tempo plano (d+ 1)-dimensional, assumindo que uma
das coordenadas encontra-se em um intervalo finito [0,a]. Para um
espaço-tempo de dimensão par, encontramos uma densidade de en-
ergia regularizada finita, enquanto que para um espaço-tempo de di-
mensão ímpar é necesseario introduzir contratermos de massa para
podermos definir uma energia do vácuo renormalizada.

Em segundo lugar, nós estabelecemos uma conexão notável entre a
distribuição assintótica dos zeros de Riemann com o comportamento
assintótico da função de correlação de dois pontos no espaço dos mo-
mentos do modelo sigma não-linear. Isto é feito na ordem dominante
na expansão 1/N em um espaço euclidiano bidimensional.

Finalmente, estudamos as consequências da introdução de aleato-
riedade em um gás aritmético. Nós estudamos as variáveis termodi-
nâmicas como a densidade de energia livre média e a densidade de
energia média no plano complexo β. Definimos uma temperatura de
Hagedorn acima da qual o sistema não pode ser aquecido. Nessa tem-
peratura a divergência da função de partição está relacionada com o
teorema dos número primos. Para um ensemble formado por um
conjunto infinito enumerável de cópias mostramos que a densidade
de energia média depende fortemente da distribuição dos zeros de
Riemann. Enquanto que, considerando um ensemble feito por um
conjunto não enumerável de cópias, o comportamento singular da
densidade de energia livre média desaparece. Nós obtemos uma den-
sidade de energia média não singular do sistema utilizando um pro-
cedimento de regularização analítica.
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1
I N T R O D U C T I O N

There is no apparent reason why one number is prime and another not. To
the contrary, upon looking at these numbers one has the feeling of being in

the presence of one of the inexplicable secrets of creation.

– D. Zagier - The first 50 million prime numbers.

Connections between mathematics and physics have been fruitful
many times for the advance of each other. Recently, a lot of activity
has been devoted to establish a bridge between number theory and
physics. Number theory [1, 2, 3, 4, 5] is being applied by physicists to
solve physical problems and, perhaps even more unexpectedly, tech-
niques developed by physicists applied to solve problems in number
theory. Specifically, physicists are trying to shed some light in which
is considered the most important problem of mathematics: The Rie-
mann hypothesis [6, 7, 8, 9, 10]. It has been motivated by the Hilbert-
Pólya conjecture and the apparent inaccessibility to a solution of the
Riemann hypothesis from a full rigorous mathematical point of view
for more than 150 years.

Let us give a context of ideas in which this thesis emerges: Ran-
dom matrix theory has found a wider spectrum of applications in
many branches of physics and mathematics. The success of this the-
ory can be better described by the words of Dyson: "random matrix
theory is a new kind of statistical mechanics where the realization of
the systems is not relevant". It emerges as a formalism to describe
complex systems in which the information about separate energy lev-
els is neglected and only averaged quantities are studied. Examples
of these quantities are the density of states, energy level correlations
and wave function correlations.

The study of the statistical description of these quantities in com-
plex nuclei opened the subject. In this proposal large number of parti-
cles interact in an unknown way, therefore a statistical description in
terms of a probability distribution is required. In this case the matrix
elements of the hamiltonian are assumed random with a Gaussian
distribution. The density of states for this ensemble forms a semicir-
cle (Wigner semicircle law). The level-level correlation function (level
statistics), in the limit of spacing between levels going to infinity,
tends to 1, which means that the correlations are lost. However, where
the spacing between levels tends to 0, the level-level correlation func-
tion decays quadratically. This effect is known as level repulsion. Of
course the observable quantities are different for different distribu-
tions. Other kinds of distribution can be implemented depending on

1



2 introduction

the symmetries of the system. A classical review is [11], and the main
developments in random matrix can be found in [12].

The connection between Riemann zeros and random matrices is
given by the Montgomery-Odlyzko law which states that the dis-
tribution of spacing between nontrivial zeros of the Riemann zeta
function ζ(s) is statistically identical to the distribution of eigenvalue
spacings in a Gaussian unitary ensemble [13, 14]. This is equivalent to
the result that the statistical asymptotic distribution of the Riemann
zeros on the critical line computed numerically coincides with the
statistical distribution of the eigenvalues of very large size random
unitary matrices. This law is more empirical than analytic, because
it is motivated in a theorem that Montgomery proved for a certain
class of test functions f(x) whose Fourier transform have support in
the range [−1, 1]. The conjecture corresponds to the particular case in
which f(x) is taken to be the indicator function that does not fall in
the above mentioned class of functions. Such a conjecture prompted
many authors to consider the Riemann hypothesis in the light of ran-
dom matrix theory and quantum mechanics of classically chaotic sys-
tems [15, 16].

The connection between quantum chaos and the Riemann zeros is
based on two facts. First, there is a resemblance between the Gutzwiller
trace formula [17, 18] for chaotic hamiltonians systems and the Weyl
explicit formula [6] in number theory relating the Riemann zeros to
prime numbers (See Eq. (42)).

The Gutzwiller trace formula expresses the density of states of a
quantum chaotic system in terms of sums over classical periodic or-
bits. Specifically, these isolated periodic trajectories specify the fluctu-
ations in the energy levels density. This formula is a kind of response
function of the system in the complex energy plane such that the sin-
gularities along the real energy axis equals to the density of states. In
other words, If the periodic orbit sum in the trace formula converges,
it will have its poles at the approximated location of quantum lev-
els. Therefore similarities with the zeta function has been established
[17, 18].

Second, Bohigas, et al. [19, 20] and also Berry [21], conjectured that
the quantum energy spectra of classically chaotic systems exhibit uni-
versal spectral correlations, i.e., the energy levels of classically chaotic
systems are distributed as eigenvalues of random matrix ensembles
[11]. This conjecture was demonstrated to be true by Simons, et al. in
[22] where they showed that the properties of an integrable quantum
hamiltonian and the spectra of nonintegrable systems can be deduced
from a continuous matrix model.

Following these findings between trace formulas, quantum chaos
and random matrix models, Berry and Keating [23, 24] established
an analogy between the Riemann zeros and the eigenvalues En of an
hypothetical quantum hamiltonian comparing the fluctuations of the
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density of Riemann zeros Eq. (42) and the energy level density for
this hypothetical dynamical system. It implies that the density of the
Riemann zeros can be written as a trace formula where the role of
periodic orbits is played by the sequence of the prime numbers. For
a recent discussion see [16]. They also suggested that the quantized
version of the classical hamiltonian H = xp could realize the Hilbert-
Pólya conjecture [23, 24].

The main problem of such model is the fact that the hamiltonian is
not compact. Therefore the quantized version does not have discrete
spectrum. It is because the hamiltonian H = xp breaks the time rever-
sal symmetry, so the particle can not come back to its initial position
along the time reversed path. However, in order to obtain a discrete
spectrum Berry and Keating impose certain conditions over the phase
space that allow them to calculate the semiclassical number of states
obtaining the average term of the Riemann - Mangoldt formula, inter-
preting the height on the critical line T as E/ h.

Possible modifications and extensions to this interesting scenario
were proposed where extra terms are added to guarantee closed pe-
riodic orbits and hence allowing a consistent quantization scheme.
[25, 26, 27]. A discussion about the possible extension of this hamilto-
nian to quantum field theory is given in the section 3.4.

Although the disorder systems born about at the same time as the
random matrices, it was only until the work by Efetov [28] on the
supersymmetric method that both subjects converge. This method is
based on showing how the Green function of a disordered metal can
be expressed in terms of commuting and anticommuting variables.
Efetov showed how the partition function of a disordered system
is given by a supersymmetric nonlinear σ-model. In this case the
two-point correlation functions coincides with the results obtained
by Dyson for a level-level correlation function and therefore estab-
lishes a connection with the Montgomery conjecture. The connection
between Riemann zeros, chaotic systems, disordered systems and ran-
dom matrices has been widely discussed in the literature [29, 30, 31].

Arithmetic quantum theory has been developed to establish con-
nections between number theory and statistical and quantum field
theory. Under this approach, the concept of arithmetic gas is dis-
cussed in [32, 33, 34] and its disordered version is recently analyzed
in [35]. In a similar way, it was considered a Fermi gas with a fully
chaotic classical dynamics in [36, 37]. A discussion about the Möbius
function as a random walk is given in [38]. Also, relations between
the Möbius function and important inverse problems in statistical me-
chanics can be found in [39, 40].

The approach followed in this work to discuss relations between
number theory and physics is based on the result of [41, 42]. Menezes,
Svaiter and Svaiter showed that the prime numbers and the nontriv-
ial zeros of the zeta function behave in different ways with respect to
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being the spectrum of a linear operator associated to a system with
countable infinite number of degrees of freedom. In the modern func-
tional approach to free quantum field theory, Gaussian path integrals
yield expressions which depend on the differential operators deter-
minant. Although these determinants diverge, because their spectra
are unbounded, finite regularized values must be obtained using the
spectral zeta functions. These finite values define the generating func-
tion of correlation functions of a physical theory and therefore de-
pend strongly on the analytic properties of the spectral zeta functions.

Since nonseparability in wave mechanics leads to chaotic systems
in the limit of short wavelengths, from the above discussion one can-
not disregard the possibility that a quantum field model described
by a nonseparable wave equation for a given boundary condition is
able to reproduce the statistical properties of the nontrivial zeta ze-
ros. Another possibility that could shed some light in the spectral
interpretation for the zeros is the study of field theory in disordered
media, such as wave equations in random fluids.

Let us mentioned two works in which we studied how disorder
can influence the correlation functions. In [43] we consider an Unruh-
DeWitt detector interacting with a massless Dirac field subject to fluc-
tuations of an event horizon. We assume that the detector moves
along a hyperbolic trajectory. We modelled the effects of the fluctu-
ations of the event horizon through a Dirac equation with random
coefficients. This approach is motivated by the way in which disor-
der is modelled in mesoscopic physics. We develop the perturbation
theory for the fermionic field in the presence of randomness and eval-
uate corrections in the response function of the detector.

Another disordered system in which disorder can be relevant was
studied in [44]. Here, we calculate the effects of light-cone fluctua-
tions on the renormalized zero-point energy associated with a free
massless scalar field in the presence of boundaries. In this case we
introduced a space-time dependent random coefficient in the Klein-
Gordon equation and assume that the field is defined in a domain
with one confined direction. We choose the symmetric case of par-
allel plates separated by a distance a. We found a correction to the
renormalized vacuum energy density between the plates that goes
as 1/a8 and that the light-cone fluctuations break down the vacuum
pressure homogeneity between the plates.

A good place to be introduced to the subject and to find the recent
progress in research about the relationships between number theory
and physics is the repository website by Martin Watkins [45].

This thesis is organized as follows. Firstly, we briefly shall show in
chapter 2 the important results in number theory for this thesis. We
shall discuss the prime number theorem, some arithmetic functions
relevant for us, the amazing Riemann zeta function and its relative
the prime zeta function.
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Then we discuss in chapter 3 some examples in which it is possible
to establish connections between number theory and physical sys-
tems. Afterwards, we discuss the spectral zeta function of a compact
self-adjoint operator and its use in quantum field theory. The conse-
quences of the analytic extension of this spectral zeta function at the
origin are pointed out assuming two different sequence of numbers
as spectra: the prime numbers and Riemann zeros.

Chapter 4 is devoted to analyse the consequences of the existence of
an hypothetical differential operator conjecture by Hilbert and Pólya
in a quantum field theory framework. We calculate the renormal-
ized vacuum energy associated with a hypothetical system where the
imaginary part of the complex zeros of the zeta function appear in
the spectrum of the vacuum modes.

In chapter 5, we consider a large class of two dimensional field
theory models in Euclidean space. We show specifically for the non-
linear sigma model in the leading order in 1/N expansion that the
asymptotic behavior of the Fourier transform of the two-point corre-
lation function fits the asymptotic distribution of the non-trivial zeros
of the Riemann zeta function.

In chapter 6 we study the consequences of introducing randomness
in an arithmetic gas. We study the thermodynamic variables as the
average free energy density and average mean energy density in the
complex β-plane.

Finally, we presented some conclusions in chapter 7 and discuss
some future perspectives to this work. Appendices A, B and C present
analytic continuations of the Euler’s gamma function, the Riemann
zeta function and the superzeta function, respectively.





2
N U M B E R T H E O RY P R E L I M I N A R I E S

The mystery that clings to numbers, the magic of numbers, may spring
from this very fact, that the intellect, in the form of the number series,

creates an infinite manifold of well distinguishable individuals.
Even we enlightened scientists can still feel it e.g.

in the impenetrable law of the distribution of prime numbers.

–H. Weyl - Philosophy of Mathematics and Natural Science.

The purpose of this chapter is to present briefly the number theoret-
ical background required to visualize the connection between quan-
tum field theory and number theory presented in this work. The pre-
sentation of this chapter pretends to give arguments that may guide
the reader through the reasoning and provides the references to tech-
nical details.

2.1 prime numbers and fundamental theorems

Every natural number n is called prime if n > 1 and if the only
positive divisors of n are 1 and n. If n > 1 and if n is not prime, then
n is called composite.

Fundamental theorem of arithmetic

Every integer n > 1 can be represented as a product of prime factors
in only one way, apart from the order of the factors as

n = pm1

1 pm2

2 · · ·p
mr
r =

r∏
i=1

pmr

i ri ∈ N, r > 1. (1)

The prime numbers derive their importance from this theorem, and
therefore one of the most importance challenges in mathematics is to
understand how they are distributed among the integers. They can
be seen as the building blocks of the natural numbers. The first result
about the prime numbers is known as the Euclid theorem. Here its
simple proof:

There are infinitely many prime numbers

Let be P =
∏r
i=1 p

mi

i , ri ∈ N product of any finite set of primes.
Let be Q = P + 1. the integers P and Q can have no prime factors in
common, since such a factor would divide Q− P = 1, however 1 is

7



8 number theory preliminaries

not divisible by any number. Then must Q have at least one prime
as factor. Hence this establishes the existence of at least one prime
greater than these occurring in P. Here, it is natural to ask how many
prime numbers there are up to any given number.

A natural question at this point to ask is how many prime numbers
there are up to any given number? This is one of the most important
questions made by mathematicians because it is related to the distri-
bution of prime numbers in the real line. The first impression seeing
the sequence of prime numbers is that they exhibit great irregular-
ities, this happens when we see them "locally", i.e, when we take a
consecutive finite number of them.

2, 3, 5, 7, 11, 13, · · · , 101, 103, 109, · · · , 163, 167, 169, ...

However the general distribution of the prime numbers presents some
certain regularity when it is viewed asymptotically in the real line. If
we look at the distribution of prime numbers, we realize that they do
not appear to be closed between them. Moreover, they appear to be on
average more widely spaced for a large prime number. To find an ex-
pression predicting the next prime number from one given has been a
difficult problem. Therefore to find an approximate expression to the
distribution of prime numbers has been a much more fruitful path
for mathematicians. An introduction to this problem can be found in
[1, 2, 3, 4, 5].

Prime counting function

We define the prime counting function π(x) by the number of primes
up to a given threshold x, that is

π(x) =
∑
p6x

1p, (x > 0), (2)

where 1p is the indicator function adding one for each prime. By the
Euclid theorem, we have that π(x) tends to infinity with x. Gauss
conjectured in the eighteen century that π(x) can be approximated by
the logarithmic integral Li(x)

π(x) ∼ Li(x) ≡
∫x
2

du

ln(u)
. (3)

The symbol ∼ means the limit π(x)/Li(x) → 1 when x → ∞. We can
integrate by parts and obtain the asymptotic expansion for Li(x) [46,
47]

Li(x) =
x

ln(x)
+

x

ln2(x)
+

2!x
ln3(x)

+
3!x
ln4(x)

+ · · ·+ . (4)
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In his celebrated paper [48], Riemann outlined a way to prove the
conjecture made by Gauss1. To obtain an exact expression for π(x)
Riemann defined the function J(x) as

J(x) = π(x) +
1

2
π(x

1
2 ) +

1

3
π(x

1
3 ) + · · · , (5)

what means that each term of J(x) increases by 1/n when the argu-
ment is equal to n-th power of some prime pn. The first term con-
tributing when x is a prime, the second term contributing one half
when x is the square of a prime, and so on. Because of these jumps
J(x) is a discontinuous function at x = pn, so at these points, J(x) is
defined as a halfway between its old value and its new value. Using
the fact that J(x) = 0 for 0 6 x < 2, we can write π(x) in terms of the
Möbius function (using the Möbius inversion formula Eq. (12)) as

π(x) =

∞∑
n=1

µ(n)

n
J(x

1
n ), (6)

where the sum vanishes at such N that x1/(N+1) < 2 < x1/N. How-
ever, an explicit formula for the prime counting function was ob-
tained by Von Mangoldt in 1895.He found that π(x) is given by the
Eq. (6) with

J(x) = Li(x)− lim
T→∞

( ∑
|ρ|6T

Ei(ρ log(x))
)
+

∫∞
x

dt

(t2 − 1)t log(t)
− log(2).

(7)

Here, ρ denotes the nontrivial zeros of the Riemann zeta function ζ(s),
and Li(x) and Ei(x) are the logarithmic and exponential integrals,
respectively [46, 47]. We see that each term in the summation Eq. (6)
can be seen as smooth part coming from the Li(x) function and an
oscillatory contribution related to the nontrivial zeros of ζ(s). Let us
stress that the left hand side of the above equation is a step function,
whereas the right hand side is a smooth function. It is remarkable
how the powers of all zeta zeros contribute to deform smoothly the
plot of the logarithm integral function into the graph with jumps
of π(x). The important point of this expression is that knowing the
distribution of the nontrivial zeros of the Riemann zeta function allow
us to understand the distribution of the prime numbers.

Prime number theorem

The prime number theorem is one of the most important results in
mathematics [49]. This theorem can be expressed by

lim
x→∞π(x)

/
x

log x
= 1. (8)

1 The original version of the Riemann paper and an English translation is available at
http://www.claymath.org/publications/riemanns-1859-manuscript
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Figure 1: Prime counting function π(x) (dash line): The dash-dotted line
gives the first term Li(x) of Eq. (6). The first ten nontrivial pairs
of zeros of ζ(s) are used to plot the solid line. The inset shows
how improve the fit taking the first 30 nontrivial zeros in the range
[2, 10]. Picture taken from [50].

This gives the asymptotic behaviour of the prime numbers. This result
can be reproduced from the Eq. (6) taking only the first terms of the
series

π(x) ≈ Li(x) ≈ x

log x
, for (x→∞). (9)

It implies that Li(x) gives the main contribution to π(x) and the other
terms related to the nontrivial zeros represent corrections as shown
in Fig. (1). Both, Hadamard and de La Vallée Poussin (1896) based
on methods on complex analysis and extending the ideas of Riemann
proved independently that the ζ(s) is free of zeros on the Re(s) = 1

boundary of the critical strip [51, 52, 53, 6]. The statement π(x) ∼ Li(x)
is proved indirectly. We can obtain another equivalent statement for
the prime number theorem related to the nth prime number pn. The
number of primes less than pn is given by π(pn) = n therefore using
Eq. (9) pn ≈ n logpn ≈ n logn+n log(logpn) and hence pn satisfies

pn ≈ n logn, for (n→∞). (10)

Many other simple proofs have been given in the last century. Selberg
and Erdös (1949) gave a elementary proof based on Tauberian Theo-
rems. Donald Newman (1980) gave what is considered the simplest
known proof based on the Cauchy integral theorem. See e.g [49].



2.2 dirichlet series and arithmetical functions 11

Figure 2: Möbius function µ(n): This function encodes the information
about the prime number structure of a natural number and it is
related with important results as the prime number and the Rie-
mann hypothesis.

2.2 dirichlet series and arithmetical functions

A multiplicative arithmetical function is a real or complex valued
function f(n) defined on the positive integers satisfying that f(1) = 1
and whenever a and b are relatively prime, then f(ab) = f(a)f(b).
f(n) is said to be completely multiplicative if it is multiplicative with-
out the constraint over a and b to be relative primes.2

Möbius function µ(n)

The multiplicative arithmetical Möbius function [1] encodes the mul-
tiplicative structure of an integer. It is defined by

µ(n) =



1, if n=1,

(−1)r, if n is the product of r (> 1) distinct primes,

0, otherwise, i.e., if the square of at least one prime

divides n.

(11)

For example, µ(1) = 1,µ(2) = −1,µ(3) = 1,µ(4) = 0,µ(5) =

−1,µ(6) = 1,µ(7) = −1,µ(8) = 0,µ(9) = 0 and so on. A plot of
this function is shown in Fig. (2). An important property of this func-
tion is that the sum over all possible divisors of n (including n and 1)
of the Möbius function is zero except when n = 1

∑
d|n

µ(d) =

{
1, if n = 1,

0 if n > 1.

2 Two integers a and b are said to be relatively prime, mutually prime, or coprime
if the only positive integer that evenly divides both of them is 1. That is, the only
common positive factor of the two numbers is 1. Ex: (2,3), (3,4) are relative primes
but (2,4) are not.
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This last expression leads to the important Möbius inversion formula.
If f(n) is any number arithmetic function such that F(n) =

∑
d|n f(d),

then the Möbius inversion formula for f(d) is given by

f(d) =
∑
d|n

µ

(
n

d

)
F(d). (12)

In the chapter 7 we discuss different physical interpretations of the
Möbius function in quantum field theory. Other applications in physics
of the Möbius function and the inversion formula are discussed in [39,
40].

Liouville function λ(n)

The Liouville function λ(n) is a completely multiplicative function
defined by

λ(n) = (−1)r(n), (13)

where r(n) is the number of, not necessarily distinct, prime factors of
n, multiple factors being counted according to their multiplicity.

Mangoldt function Λ(n)

For every integer n > 1 we define the Mangoldt function as

Λ(n) =

logp if n = pr, p prime and r integer

0 otherwise
(14)

2.3 riemann zeta function

The great advance to understand the prime numbers made by Rie-
mann (1859) consisted to exploit the idea of continuing the zeta func-
tion to a meromorphic function on the complex s-plane. This allowed
to extend the definition of ζ(s) function to Re(s) < 1, i. e., to give
a meaning to ζ(s) even outside the domain of convergence of the
Dirichlet series3.

Let s be a complex variable, i. e., s = σ + iτ with σ, τ ∈ R. The
Riemann zeta function [48] is defined as the Dirichlet series by

ζ(s) =

∞∑
n=1

1

ns
, (15)

3 The difference between a Dirichlet series and a power series is that for the former
the abscissa of convergence σ0 may be different than the abscissa of absolute conver-
gence σ̄, while for the latter the radius of convergence and absolute convergence are
the same. Series of the type

∑
n>1 ane

−λns converge for Real(s) > σ0, with λn an
increasing sequence of positive numbers. For λ = n we have a power series whereas
for λ = log(n) we have a Dirichlet series.
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this series converges uniformly and absolutely for Re(s) = σ > 1.
Classical textbooks about this function are [6, 7, 8, 9, 2, 10]. A more
recent reference including the original papers is [49]. By using the
Euler product and the fundamental theorem of arithmetic Eq. (1) we
can write the ζ(s) function as

ζ(s) =
∏
p

(1− p−s)−1, Re(s) > 1, (16)

where the infinite product is over all the primes. To show this, note
that each factor in the product can be seen as an infinite geometric
progression. Let Ep(s) be defined by

Ep(s) = (1− p−s)−1 = 1+
1

ps
+

1

p2s
+ · · · =

∞∑
m=0

1

pms
, (17)

for Re(s) > 1 each of these factors is absolutely convergent and for
the first N primes they can be multiplied term- by-term, such that

N∏
i=1

Epi(s) =

N∏
i=1

∞∑
m=0

1

pms
=

∞∑
m1=0

· · ·
∞∑

mN=0

1

(pm1

1 · · ·p
mN

N )s
. (18)

In the limit N → ∞ because Re(s) > 1 then we obtain the Eq. (16).
This equation shows the connection that exists between the Riemann
zeta function and the set of prime numbers. A direct implication
of this representation is that the ζ(s) function does not vanish for
Re(s) > 1, because it is a product of positive numbers.

The Riemann zeta function can be expressed as a Dirichlet series
for different number theoretical functions. For example, for a complex
variable s such that Re(s) > 1 the Möbius function can be generated
by the Dirichlet series

ζ−1(s) =

∞∑
n=1

µ(n)/ns, (19)

which can be seen as expressing the ζ(s) function by its Euler product
and expanding the product as sums. Also, the Dirichlet series for the
Liouville function is related to the Riemann zeta function by

ζ(2s)

ζ(s)
=
∑
n>1

λ(n)

ns
. (20)

The prime number theorem can be formulated as equivalent state-
ments involving these arithmetic functions [49].∑

n>1

λ(n)

n
= 0,

∑
n>1

µ(n)

n
= 0. (21)

These expressions can be written also in terms of the zeta function Eq.
(19) and Eq. (20), where the prime number theorem would be the limit
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where s → 1, i.e, we recover the above expressions as a consequence
of the divergence of the zeta function at its pole, which is related to
the non existence of zeros of ζ(s) in the line Re(s) = 1 [51, 52, 53, 6].

In a similar way, the Euler product can be recast into another more
convenient form, taking the logarithm of both sides in Eq. (16) and
differentiating to obtain

ζ ′(s)

ζ(s)
=
d

d s
log ζ(s) = −

∑
p

∞∑
r=1

(logp)p−rs = −

∞∑
n=2

Λ(n)n−s, (22)

for Re(s) > 1 and using the Mangoldt function Eq. (14).

Analytical extension of ζ(s)

The analytic extension of the Riemann zeta function may be in terms
of different integral representations, each one being useful for differ-
ent purposes [6]. By using the gamma function, we can write the zeta
function as (see appendices (A) and (B))

π−s/2Γ

(
s

2

)
ζ(s) =

1

s(s− 1)
+

∫∞
1

dx
(
x
s
2−1 + x−

s
2−

1
2
)
Ψ(x), (23)

where Ψ(x) is defined in appendix (B). Due to the exponential decay
of Ψ(x) the integral in the right side is convergent for all values of s
and hence defines an entire function in C. Therefore this expression
gives the analytic extension to the whole complex plane of the zeta
function with the exception of s = 1. The analytic structure of ζ(s)
function is related to the Γ(s) function. Then, to discuss this structure
we derive a functional equation replacing s by 1− s in Eq. (23). We
see that the Riemann zeta function ζ(s) satisfies the functional equation

π−
s
2 Γ

(
s

2

)
ζ(s) = π−

(1−s)
2 Γ

(
1− s

2

)
ζ(1− s), (24)

for s ∈ C \ {0, 1}. From the discussion of the poles of the gamma func-functional equation
of ζ(s) tion located at s = −n, we see that the ζ(s) has an infinite number

of values on the negative real axis for which it vanishes. These zeros
are situated at s = −2n and are as the trivial zeros. The only pole
singularities are the poles of Γ(1− s), i. e., s = 1, 2, · · · so Γ(0) is a sin-
gularity which is offset by the pole at 1/s. Therefore we obtain a well
defined value for ζ(0) = −1/2. Hence the only possible singularity is
a simple pole at s = 1.

Nontrivial zeros

Let us define the entire function ξ(s) to study the zeros of the ζ(s)
function as

ξ(s) =
1

2
s(s− 1)π−

s
2 Γ

(
s

2

)
ζ(s). (25)
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Figure 3: Analytic structure of the Riemann zeta function on the complex s
plane:All the black dots represent the zeros of ζ(s). Picture taken
from [50].

From Eq. (23), ξ(s) is an entire function and so the functional equation
Eq. (24) takes the form ξ(s) = ξ(1− s). From the Euler product Eq.
(16) and the analysis of trivial zeros, we conclude that the nontrivial
zeros lie in the region 0 6 Re(s) 6 1 of the complex plane known as
the critical strip. From the functional equation for ξ(s), we see that
the nontrivial zeros of ζ(s) are precisely the zeros of ξ(s), and hence
these zeros are symmetric around the vertical line Re(s) = 1/2. Also
from the analytic extension of ζ(s), Eq. (23), these zeros are symmetric
about the real axis Im(s) = t = 0. Therefore, if ρ is a zero of ξ(s),
then so is 1− ρ. Since ξ̄(ρ) = ξ(ρ̄) we have that ρ̄ and 1− ρ̄ are also
zeros. The line Re(s) = 1/2 is called the critical line (see Fig. (3)). The
Hadamard product for ξ(s) in terms of the nontrivial zeros takes the
form

ξ(s) = eb0+b1s
∏
ρ

(
1−

s

ρ

)
e
s
ρ , (26)

where b0 and b1 are given constants. By setting s = 0 in the last ex-
pression we obtain that ξ(0) = eb0 . Since ξ(0) = ξ(1) and the residue
of ζ(s)|s=1 = 1 we have ξ(1) = 1/2, therefore b0 = −ln(2). For the
constant b1 we proceed by taking the logarithmic derivative of the
Eq. (26), so we get

d

ds
lnξ(s) =

ξ ′

ξ
(s) = b1 +

∑
ρ

1

(s− ρ)
+
∑
ρ

1

ρ
, (27)
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which combined with Eq. (25) gives

ζ ′

ζ
(s) = b1−

1

s− 1
+
1

2
lnπ−

1

2

Γ ′(s/2+ 1)

Γ(s/2+ 1)
+
∑
ρ

1

(s− ρ)
+
∑
ρ

1

ρ
, (28)

where the summation is over all nontrivial zeros of ζ(s), and we have
used Eq. (194) and Eq. (201) for the logarithmic differentiation of the
Γ(s) function. Letting s → 0 in the last expression with the values of
Γ ′(1) = −γ, Γ(1) = 1, and performing a logarithmic differentiation
for ζ(s) in the functional equation it is possible to show that b1 =

ln2+ 1
2 lnπ− 1−

1
2γ [8, 10]. Now we can go back to the Eq. (28) and

instead of using the Eq. (194) evaluate the logarithmic derivative of
Γ(s/2) through Eq. (201) to obtain

ζ ′

ζ
(s) = C1−

1

s− 1
+
∑
ρ

1

(s− ρ)
+
∑
ρ

1

ρ
+

∞∑
n=1

1

(s+ 2n)
−

∞∑
n=1

1

2n
,

(29)

where C1 = −1− ln(2π). This expression is very important for the
calculation of the spectral density of the nontrivial zeros and we will
provide a clear physical interpretation in the chapter 6.

Riemann Hypothesis

The Riemann hypothesis can be formulated in many and at first un-
related ways. The most common way states that all nontrivial zeros of
the Riemann zeta function lie on the critical line Real(s) = 1/2. Classical
monographs are [6, 7, 8, 9, 10] and [49] which is a collection of orig-
inal papers with a good introduction to the subject. We will assume
throughout the thesis the validity of this conjecture. Let us assume
that these zeros are simple and let us write the complex zeros of the
zeta function as ρ = 1

2 + iγ, γ ∈ C. The Riemann hypothesis implies
that all γ are real. Because of the symmetries discussed above about
these zeros, we can take γ > 0 such that γ−k = −γk and arrange this
sequence ρk = 1

2 + iγk so that γk+1 > γk.
There is a relation between the prime number theorem and Rie-

mann hypothesis. The connection comes for trying to expand the
zero-free region to include the vertical line Re(s) = 1. Similar to the
proof of the prime number theorem by Hadamard [51, 49], the Rie-
mann hypothesis implies that ζ(1+ it) 6= 0 for t ∈ R, accordingly the
truth of the Riemann hypothesis implies the prime number theorem.

There are about one hundred equivalent statements from which
the truth of Riemann hypothesis follows. Many of these statements
can be found in [49]. Different theorems have been proved establising
necessary conditions for the truth of the Riemann hypothesis. One
of the first theorems in favor of the Riemann hypothesis was given
by Hardy (1928). He demostrated that there are infinitely many zeros
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of ζ(s) on the critical line. Following this approach, Selberg (1945)
proved that a positive proportion of the zeros of ζ(s) lie on the critical
line. This result was improved first by Levinson (1970), who showed
that at least 1/3 of the zeros lie on the critical line, and then by Conrey
(1980) who proved that at least 2/5 of the zeros lie on the critical line.
In 90’ s Oldyzko veryfied the Riemann hypothesis computationally
counting the number of zeros of ζ(s) in the critical strip up to any
finite desired height4.

Spectral density of zeros

In a similar way to the definition of the counting function for primes
Eq. (2), the counting function for the nontrivial zeros of the ζ(s) func-
tion is defined as

N(T) =
∑
γn6T

1γn , (T > 0). (30)

It is possible to obtain an asymptotic expression for large T similar
to the prime number theorem. Following Ivic [8], let us consider the
rectangle R with vertices 2± iT , −1± iT . Then by the argument prin-
ciple theorem in complex analysis5, since ξ(s) does not vanish on the
boundary of R and N(T) is real we have that

N(T) =
1

2π
Im

( ∫
R

ξ ′(s)

ξ(s)
ds

)
. (31)

Let us write ξ(s) = s(s− 1)η(s) with η(s) = π−s/2Γ(s/2)ζ(s). By the
above analysis for ξ(s) we may write

ξ ′(s)

ξ(s)
=
1

s
+

1

s− 1
+
η ′(s)

η(s)
. (32)

We notice that

Im

[ ∫
R

(
1

s
+

1

s− 1

)
ds

]
= 4π, (33)

then, due to η(s) having the same symmetries as ξ(s), ı.e, η(s) =

η(1− s) and η(s) = η(s̄), we have that

Im

( ∫
R

η ′(s)

η(s)
ds

)
= 4Im

( ∫
L

η ′(s)

η(s)
ds

)
, (34)

4 The distribution of the nontrivial zeros has maintained as one of the most intriguing
and challenging mathematical problems for about 150 years.

5 The argument principle theorem establishes: Let f(z) be a meromorphic function
inside and on some closed contour R without poles or zeros on R, then

∮
R
f′(z)
f(z) dz =

2π
(∑

a n(R,a) −
∑
b n(R,b)

)
, where the first summation is over the zeros a of f(z)

counted with their multiplicities, and the second summation is over the poles b of
f(z) counted with their orders, and n(R, z) is the winding number of R around z.
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where L consists of the segments [2, 2+ iT ] and [2+ iT , 12 + iT ]. There-
fore

Im

( ∫
L

η ′(s)

η(s)
ds

)
= Im

[ ∫
L

(
−
1

2
ln(π) +

1

2

Γ ′(s/2)

Γ(s/2)
+
ζ ′(s)

ζ(s)

)
ds

]
= −

T

2
ln(π) + Im

[ ∫
L

Γ ′(s/2)

Γ(s/2)
ds+

∫
L

ζ ′(s)

ζ(s)
ds

]
.(35)

The integral in L for the Γ -term is

Im

( ∫
L

Γ ′(s/2)

Γ(s/2)
ds

)
= Im

[
ln Γ

(
s

2

)]s= 1
2+iT

s=2

= Im

[
ln Γ

(
1

4
+
T

2

)]
.

(36)

Using Stirling’s formula Eq.(202) and the identity arctan(α) = π
2 −

arctan(1/α) we obtain that

Im

( ∫
L

Γ ′(s/2)

Γ(s/2)
ds

)
=
T

2
ln

(
T

2

)
−
T

2
−
π

8
+O

(
1

T

)
, (37)

thus the counting function N(T) yields

N(T) =
T

2π
ln

(
T

2π

)
−
T

2π
+
7

8
+
1

π
Im

( ∫
L

ζ ′(s)

ζ(s)
ds

)
+O

(
1

T

)
. (38)

It is possible to prove that a bound for the logarithmic derivative of
ζ(s) is [8, 49]

Im

( ∫2+iT
1
2+iT

ζ ′(s)

ζ(s)
ds

)
= O(ln(T)). (39)

Hence, the number N(T) of Riemann zeros σ+ iγ, with 0 < γ < T is
asymptotically given by the Riemann-von Mangoldt formula:

N(T) =
T

2π
ln
(
T

2π

)
−
T

2π
+
7

8
+O(ln T), T →∞. (40)

From this expression we see that N(γn − 1) < n 6 N(γn + 1), from
which we define the density of nontrivial zeros as D(T) = d

dTN(T) ≈
N(T + 1) −N(T). For T →∞ or large T we find that

D(T) =
1

2π
ln

(
T

2π

)
+
1

T
+O

(
1

T

)
, T →∞. (41)

For T = γn we have a strong result about the asymptotic distribution
of the n− th nontrivial zero. We have that |ρn| ∼ γn ∼ 2πn/ ln(γn/2π)
as n → ∞6. Therefore for the zeros of the zeta function we get
γn ∼ n/ ln(n) [2]. It implies that the mean spacing between the non-
trivial zeros at height T is 1/ln(T). Using the prime number theo-
rem, we get the asymptotic regimes pn ∼ n ln(n). Then we have that

6 By taking this limit we see that n
ln(γn/2π)

≈ γn > 1 for n→∞.
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asymptotically the product of the prime numbers and Riemann zeros
behaves as pnγn ≈ n2 establishing a connection between these three
different sets. This fact should in some way be expected because the
primes are the building blocks of naturals Eq.(1) and the Riemann
zeros are in some sense conjugated to the primes Eq. (6).

As it was seen, we can think of the nontrivial zeros of the zeta
function and the prime numbers as Fourier-conjugated sets of num-
bers. For the prime numbers π(x) was expressed as a harmonic sum
over the Riemann zeros, and for these zeros N(T) can be expressed as
a harmonic sum over primes. Specifically, we can split the counting
function D(T) in a smooth and oscillatory parts D(T) = Dsm(T) +

Dosc(T). The smooth part can be interpreted as a local average of
the number of Riemann zeros over a large range compared with the
mean spacing of the zeros but small compared with T and is given
by Eq. (41). The oscillatory part can be obtained substituting into Eq.
(38) the Euler product representation of ζ(s) (See Eq. (22)), it yields

Dosc(T) =
1

π

d

dT
(Imlnζ(s)) = −

1

π

∑
p

∞∑
r=1

ln(p)√
pr

cos [rTln(p)]. (42)

This oscillatory part gives the fluctuactions as individual contribu-
tions from each prime number p, which is the analogue to Eq. (6),
which is the explicit formula for π(x). Although the Eq. (22) is valid
only for Re(s) > 1 (free-zeros region) the last formula contains in-
formation about the zeros on the critical line. For Re(s) < 1 we can
use the analytic extension of ζ(s) in Eq. (42). This kind of decom-
position in a smooth and an oscillatory part can be obtained also
using the Mellin transform of a test function f(s) with the require-
ment to be analytic on Im(s) < 1/2+ δ, bounded, and decreasing as
f(s) = O(|s|−2−δ) for some δ > 0. For a discussion see [16]7. This ex-
pression is known as the trace formula for the Riemann zeta function
and has been connected with chaotic systems when it is compared
with the Gutzwiller trace formula [17, 18, 21, 24].

Prime zeta function

Let us conclude this chapter discussing the prime zeta function ζp(s)
[54, 55], which is defined for s = σ+ iτ with σ, τ ∈ R as

ζp(s) =

∞∑
k=1

p−sk , Re(s) > 1, (43)

where {pk}k∈N is the sequence of prime numbers. The series defined
by Eq. (43) converges absolutely for Re(s) > 1. The analytic structure
of the prime zeta function can be obtained from the Euler product for

7 A similar relation has been obtained for the Laplace-Beltrami operator in constant
negative curvature (hyperbolic) space corresponding to the Selberg trace formula.
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Figure 4: Prime zeta function. (green line) Real part of ζp(s). (yellow line)
imaginary part of ζp(s).

the ζ-function Eq. (16). By taking the logarithm of this equation we
have

log ζ(s) =
∑
p

∞∑
r=1

p−rs

r
, Re(s) > 1, (44)

using the Eq. (43) we can write the last equation as

log ζ(s) =
∞∑
r=1

1

r
ζp(rs), Re(s) > 1. (45)

This expression can be inverted using the Möbius function Eq. (12).
Hence, the prime zeta function ζp(s) can be written as

ζp(s) =

∞∑
r=1

µ(r)

r
ln ζ(rs), Re(s) > 1, (46)

The analytic continuation of the prime zeta function now can be ob-
tained from the analytic continuation of the ζ(s) Eq. (23). From the
pole of ζ(s) we see that s = 1/r is a singular point for all square
free positive integers r. It establishes a natural boundary of ζp(s).
Together with this set of singularities coming from the poles of the
ζ(rs) functions, we have another source of singularities coming from
the Riemann zeros. In this case we have a clustering of singular points
along the imaginary axis on the critical line Re(s) = 1

2 . This set of log-
arithmic singularities accumulates at s = 0 and therefore all points on
the line Re(s) = 0 are limit points. The analytic structure of the ζp(s)
is shown in the Figure (4). The prime zeta function can be analytically
extended only in the strip 0 < Re(s) 6 1. A detailed demostration of
this result was obtained by Landau and Walfisz and discussed by
Fröberg [54, 55].
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N U M B E R T H E O RY A N D P H Y S I C S

The shortest path between two truths
in the real domain passes

through the complex domain

– J. Hadamard.

3.1 hilbert-pólya conjecture

Given the nontrivial zeros of Riemann zeta function Landau asked
to Pólya about a possible physical reason for their the existence. This
question was formulated as a strategy to prove the Riemann Hypothe-
sis by Hilbert and Pólya, who proposed to find an hermitian operator
whose eigenvalues are precisely the Riemann zeros. This conjecture
implies a natural connection between the Riemann hypothesis and
quantum mechanics allowing a spectral interpretation of the Riemann
zeros. A review discussing the physics of the Riemann hypothesis is
[50].

3.2 quantum field theory and zeta regularization

Arithmetic quantum theory has been developed to establish connec-
tions between number theory and quantum field theory [32, 33, 34,
56, 57, 58, 38, 50]. Quantum field theory is the formalism where the
probabilistic interpretation of quantum mechanics and the special the-
ory of relativity was gathered to describe a plethora of phenomena
not described by classical physics nor quantum mechanics of systems
with finitely many degrees of freedom. Being an extension of quan-
tum mechanics, a natural question arises. Can this formalism shed
some light over the Riemann zeta zeros problem? We would like to
emphasize that in the formalism of quantum field theory, there is no
obstruction for the existence of this elusive operator conjectured by
Hilbert and Pólya.

In the approach of quantum field theory using functional meth-
ods [59, 60], Gaussian path integrals yield expressions which depend
on the differential operator’s determinant. Although these determi-
nants diverge, finite regularized values can be obtained using the
spectral zeta function regularization [61, 62, 63, 64, 65]. Recent discus-
sions about spectral methods in quantum field theory can be found
in [66, 67]. For a more mathematical treatment of spectral zeta func-
tions see [68, 69, 70]. The zeta regularization is a standard procedure

21
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to obtain a well defined one-loop effective action for different models
in quantum field theory.

In the functional approach to Euclidean scalar field theory there are
three fundamental objects to be considered. The generating functional
of all Schwinger functions Z[J], the generating functional of connected
Schwinger functions W[J], and finally, since in perturbation theory
the proper vertices are given by the sum of one-particle irreducible
diagrams, Γ [ϕ] is defined as the generating functional of the sum
of one-particle irreducible Green’s functions. If a loop expansion is
performed, we can define the one-loop effective action [71].

Let us consider a massive neutral free scalar field defined in a d-
dimensional Minkowski spacetime. The Euclidean version of this the-
ory can be obtained by analytic continuation (Wick rotation) of the
generating function to imaginary time. Let us assume a compact Eu-
clidean space with a suitable boundary where we impose over the
fields certain conditions to satisfy. We can define the Euclidean gen-
erating functional Z[h] by the following functional integral

Z[h] =

∫
[dϕ] exp

(
− S0 +

∫
ddh(x)ϕ(x)

)
, (47)

where [dϕ] =
∏
x dϕ(x) is a translational invariant measure and h(x)

is a smooth function introduced to generate the Schwinger functions
of the theory. The action that usually describes a free scalar field is

S0 =

∫
ddxddyϕ(x)K(m0; x− y)ϕ(y). (48)

and the kernel K(m0; x− y) is defined by

K(m0; x− y) = Dδd(x− y), (49)

whereD is an elliptic, self-adjoint differential operator acting on scalar
functions on the Euclidean space. The usual case is to takeD = (−∆+

m20), where ∆ is the d-dimensional Laplacian. We define the generat-
ing functional of connected Scwinger functions by W[h] = lnZ[h]. To
obtain a well defined object, it is required to regularize the determi-
nant associated with the operator D, because W[0] = −1/2ln detD.
A similar regularization is required when one calculates the one-loop
effective action for self-interacting scalar fields. In both cases, the use
of the spectral zeta function ζ(s)D (defined below) associated to the
corresponding elliptic operator is used. In the following we use the
Minakshisundaram-Pleijel zeta function [72].

Let be D a self-adjoint second order elliptic differential operator.
For simplicity we suppose that the eigenvalues λn of D are real
and positive such that 0 6 λ1 6 λ2 6 · · · λk → ∞ when k → ∞,
where the zero eigenvalue must be omitted. It implies that D is a pos-
itive definite operator. Let be {fk}

∞
k=1 a complete orthonormal set of

eigenfunctions associated to D, hence D satisfies Dfn(x) = λnfn(x).
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In this basis D is represented by an infinite diagonal matrix D =

diag(λ1, λ2, · · · ) and its determinant is given by detD =
∏
n λn. This

is a product over an infinite number of positive values, hence this is
divergent. To regularize this product and give sense to the determi-
nant we use the spectral zeta function.

The spectral zeta function ζ(s)D associated to the operator D is
defined as

ζD(s) =
∑
n

1

λsn
, Re(s) > s0, (50)

for some s0. Formally, we have

−
d

ds
ζD(s)

∣∣∣∣
s=0

= lndetD. (51)

We see that the zeta regularization product can be defined as

∏
n∈N

λn ≡ exp
(
−
d

ds
ζD(s)

∣∣∣∣
s=0

)
, (52)

providing that the spectral zeta function ζD(s) has an analytic exten-
sion and is holomorphic at s = 0. 1

In the case of the functional integral Z[h], we need to regularize
the determinant in the connected generating functional W[0]. To do
this, it is necessary to perform an analytic continuation of the spectral
zeta function from Re(s) > s0 > 0 into a region containing a complex
neighborhood of the origin, i.e. s = 0. This method can also be used in
a perturbative regime with self-interacting fields. In this case the one-
loop effective action can be computed by evaluating a determinant
similarly as was mentioned above [67].

Frequently, in the calculation of the generating functional a con-
stant µ of dimension of mass is introduced to keep proper dimension-
ality of the Eq. (51). Hence the zeta-function regularized determinant
is given by

d

ds
ζµ2D(s)

∣∣∣∣
s=0

= ln(µ2)ζD(s)

∣∣∣∣
s=0

+
d

ds
ζD(s)

∣∣∣∣
s=0

. (53)

3.3 prime numbers and riemann zeros as spectrum

Following Menezes and Svaiter [41], it is not possible to built a field
theory with the prime numbers as spectrum. Using that the prime
zeta function Eq. (46) can be analytically extended only in the strip
0 < Re(s) 6 1 [54, 55], Menezes and Svaiter [41] concluded that the

1 In general, for a sequence of complex numbers this definition of the regularized
product depends strongly on the choice of the argument of λn. Therefore, one must
be careful to deal with this problem.
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sequence of prime numbers cannot be associated with some hypo-
thetical linear operator of a physical system with infinitely many de-
grees of freedom. This result was generalized by Andrade to other se-
quences of numbers motivated by number theory [73]. Later, Menezes,
Svaiter, and Svaiter also considered the same situation with numeri-
cal sequences whose asymptotic distributions are not "far away" from
the asymptotic distribution of prime numbers [42].

Next, using the construction of the so-called superzetas or sec-
ondary zeta functions built over the Riemann zeros, i.e., the nontriv-
ial zeros of the Riemann zeta function [74, 75, 76, 77, 78, 79, 80], and
the regularity properties of one of these secondary zeta functions at
the origin (see Appendix (C)), it was shown that the sequence of the
nontrivial zeros of the Riemann zeta function can in principle be in-
terpreted as being the spectrum of a self-adjoint operator acting on
scalar fields of some hypothetical system.

Although there is a relationship between the set of prime numbers
and nontrivial zeros of the zeta function, these two sequences of num-
bers have totally distinct behavior with respect to being the spectrum
of a linear operator associated to a system with countable infinite
number of degrees of freedom.

3.4 riemann zeros in quantum mechanics

Berry and Keating proposed that the hamiltonian

H =
1

2
(qp+ pq) (54)

could have as spectrum the Riemann zeros. However, it turns out
that a simple generalization to quantum field theory leads one to
rather suspicious consequences. A straightforward extension of the
supersymmetric Wess-Zumino model [81] to spaces of dimension d >
4 leads one to equations of motion of higher order such as(

�κ/2 −mκ
)
ϕ = 0, (55)

where κ = 2d/2−1 and ϕ is a scalar quantum field. As discussed in
[82], these equations for any d > 4 have a tachyonic component. Being
more specific, for the case of six dimensions, the above equation can
be derived from the second-order lagrangian

L =
1

2

(
�ϕ�ϕ−m4ϕ2

)
, (56)

whose associated hamiltonian has a tachyonic contribution. Such a
term can be understood as representing a superposition of systems
having for each momentum degree of freedom k the following hamil-
tonian

Hk =
1

2
(qkpk + pkqk) . (57)
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For more details see Ref. [82]. It is easy to see that equation (57) is the
straightforward generalization of the hamiltonian (54) to the case of
infinite number of degrees of freedom. This leads us to a model for
tachyon quantization. As well known, such a model is plagued with
many difficulties such as imaginary mass, lack of unitarity, causality
issues, etc. Therefore, as long as quantum field theory is concerned,
models based on Eq. (57) should be discarded on physical grounds.
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We have all this evidence that the Riemann zeros are vibrations,
but we don’t know what’s doing the vibrating.

— M. du Sautoy - The Music of the Primes.

The Casimir effect is the manifestation of the zero-point vacuum
fluctuations. It was proposed more than 60 years ago in a seminal
paper [83]. In its simplest form, it consists of the attraction between
two infinitely large, parallel, conducting planes that are electrically
neutral placed into a electromagnetic field in the ground state. The
force per unit area, i.e the pressure between the planes is given by
P(a) ≈ − hc/a4, where  h is the Planck constant, c is the speed of light
and a is the separation distance between the planes. It is remarkable
that a macroscopic effect is caused by the quantum vacuum fluctua-
tions. For an extensive review of the Casimir effect see [84, 85, 86].

According to quantum mechanics, the energy levels of the har-
monic oscillator are En =  hω(n+ 1/2), where ω is the angular fre-
quency, and n = 0, 1, 2, · · · is the number of energy quanta. The en-
ergy of the ground state (vacuum) containing n = 0 energy quanta
is E0 =  hω/2 which is not null. Therefore this is the energy of a
zero-point fluctuation with energy  hω/2. In the framework of quan-
tum field theory a quantized field is considered as a collection of
harmonic oscillators with all frequencies. Hence, the energy of the
ground state of the field is the sum of the energies of zero-point fluc-
tuations E0 = ( h/2)

∑
iωi, with i labeling the quantum numbers of

the field modes. This sum diverges and therefore a suitable renor-
malization procedure must be employed to obtain a finite energy per
unit area. Different schemes to deal with this kind of divergences have
been built based on analytic zeta-regularization, the heat kernel, addi-
tion of counterterms, substracting of configurations with and without
boundaries, and so on [87, 88, 89, 90].

A crucial question addressed here, is whether the Hilbert and Pólya
conjecture is realized in a quantum mechanical system with count-
ably infinite number of degrees of freedom. We are interested to inves-
tigate the consequences of the existence of an hypothetical differential
operator conjecture by Hilbert and Pólya in the quantum field theory
framework. Since there is a relationship between the Casimir energy
and the one-loop effective action [83, 91, 92, 84, 90, 93], it is possible
to calculate the renormalized vacuum energy associated with a hy-
pothetical system where the imaginary part of the complex zeros of
the zeta function appear in the spectrum of the vacuum modes. The
assumptions are: the operator must be defined in a bounded region

27
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of space since the spectrum is discrete. This operator must be self-
adjoint in some Hilbert space and acts on scalar functions defined in
flat space-time.

The aim of this chapter is to discuss the renormalization of the vac-
uum expectation value of the energy operator, i.e., the renormalized
zero-point energy associated to a massive scalar field defined in a
(d+ 1)-dimensional flat space-time, assuming that only one of the co-
ordinates lies in a finite interval [0,a] and the others are unbounded.

4.1 the zeta zeros and the vacuum energy

The Weyl theorem and its generalization by Pleijel relate the asymp-
totic distribution of eigenvalues of an elliptic differential operator
with geometric parameters of the surface where the fields satisfy
some boundary condition. [94, 95, 96, 97, 98, 99]. For example, the
asymptotic series for the density of eigenvalues of the Laplacian op-
erator in a four dimensional space-time N(ω) is given by

N(ω) = Vω2/2π2 ∓ Sω/8π+ Sq/6π2 +O(ω−2), (58)

where V is the volume of the three-space, S the area of the boundary
and q is mean curvature of the boundary averaged over the surface,
for Dirichlet (Neumann) boundary conditions. Since the asymptotic
behavior of the non-trivial zeros has a regime quite different from
the asymptotic behavior of the spectrum of the Laplacian, we con-
sider a linear operator −∆d−1− L, where ∆d−1 is the usual Laplacian
defined in a (d− 1)-dimensional space, and impose that the eigenval-
ues associated with the linear operator L are the imaginary part of
the complex zeros of the Riemann zeta function.

We are using the same idea of the papers [100, 101, 102], where
some confining potential acts as a pair of effective plates. We use
Cartesian coordinates xµ = (t, x⊥, z). One way to implement our
model is to assume that the scalar field is coupled to a confined back-
ground field σ(z) with an interaction Lagrangian Lint = σ(z)ϕ

2(t, x⊥, z)
such that the system is confined in the interval [0,a] in one dimension
and is unrestricted in the other spatial directions. We call such con-
figuration a slab-bag [103]. Here we are interested in studying finite
size systems [104, 105, 106, 107], where the translational invariance
is broken. We refer as finite size system to any system that has fi-
nite size in at least on space dimension. The idea of substituting the
hard boundary conditions on some surface by potentials was used by
many authors. For instance, the zero-point energy of a quantum field
as the limit of quantum field theory coupled to a background was
used in Ref. [108, 109].

Let us suppose a flat (d+1)-dimensional manifold M, i.e, a Minkowski
space-time with (d+ 1) dimensions and consider a quantum field the-
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ory of a single scalar field ϕ : M → R. The action functional of the
theory is

S(ϕ) =

∫
dd+1xL(ϕ), (59)

where L(ϕ) is the Lagrangian density of the system. We should as-
sume that the scalar field is coupled to a background field σ(z) such
that the system is confined in the interval [0,a] in one dimension and
is unrestricted in the other spatial directions. The Lagrangian density
of the system is given by

L = ϕ(t, x⊥, z)
(
∂2t −∆d−1 − L

)
ϕ(t, x⊥, z)

− m2ϕ2(t, x⊥, z) − δm2ϕ2(t, x⊥, z), (60)

where m2B = m2 + δm2, and m2 is the squared bare mass and δm2

is the mass counterterm [109]. The counterterms have to be included
in odd-dimensional space-time as will be shown below. The eigenfre-
quencies of the vacuum modes can be found from the equation(

−∆d−1 − L
)
ϕ(x⊥, z) = ω2ϕ(x⊥, z). (61)

Since we are assuming that the linear operator L has a differential
and a background contribution we can write

−L =
(
−Oz + σ(z)

)
, (62)

where Oz is an unknown differential operator. As we discussed be-
fore, since we are assuming that the eigenvalues of the L operator are
the imaginary part of the Riemann zeta zeros we have that the linear
operator −L satisfies(

−Oz + σ(z)
)
un(z) =

γn

a2
un(z), (63)

where un(z) is a countable infinite set of eigenfunctions, and a is the
size of the compact spatial dimension. The eigenfunctions un(z) and
the respectively complex conjugates u∗n(z) satisfy the completeness
and orthonormality relations, i.e,∑

n

un(z)u
∗
n(z
′) = δ(z− z ′) (64)

and ∫a
0

dzun(z)u
∗
n ′(z) = δn,n ′ , (65)

where δ(z− z ′) is the Dirac delta and δn,n ′ is the Kronecker delta. The
zero-point energy of a massive scalar field defined in a d-dimensional
box of lengths A1,A2, ...,Ad and volume Ω =

∏d
i=1 (Ai) in a (d+ 1)-

dimensional flat space-time is given by

〈0|H|0〉 = 1

2

∞∑
k

ωk. (66)
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The Cartesian components of k = (k1,k2, · · · ,kd) take the values
−∞ < ki <∞, with i = 1, 2, ...,d. For example, if we assume that the
field is defined in a spacelike d-torus of side A, then

ki =
2πji
A

, ji = 0± 1,±2, · · · , i = 1, · · · ,d. (67)

The sum in Eq. (66) means that we have to perform d summations.
This sum is divergent because all the vacuum modes give contribu-
tion to the zero-point energy [87]. The eigenfrequencies of the vac-
uum modes are given by

ωk =
√
k21 + k

2
2 + · · ·+ k2d−1 + k2d +m2. (68)

Since the eigenfunctions associated to the L operator are not known,
we cannot find the Green functions of the system. Therefore the local
renormalized energy density can not be defined. In other words, local
methods cannot be implemented here.

As we discussed the scalar field is trapped by a potential in the
interval [0,a] in one of its dimensions and free in the other directions.
We assume from now that the lengths associated to the other dimen-
sions satisfy Ai � a (i = 1, ...,d− 1) and Ad = a i.e., we are assuming
the slab-bag configuration [103]. Using this fact, we can change the d
summations that appear in Eq. (66) by (d− 1) integrations and one
summation. As we have discussed, let us assume that

kd =

√
γn

a
n = 1, 2, · · · , (69)

the quantities γn being the imaginary part of the nontrivial zeros
of the Riemann zeta function. Therefore the zero-point energy of
the scalar field in the slab-bag configuration, taking into account the
above considerations, is given by

〈0|H|0〉 = 1

2

d−1∏
i=1

(
Ai
2π

) ∫∞
0

dd−1k

∞∑
n=1

[
k21 + · · ·+ k2d +m2

]1/2
. (70)

Let us define the total zero-point energy per unit area of the hyper-
plates as:

εd+1(a) =
〈0|H|0〉∏
iAi

. (71)

Substituting Eq. (70) in Eq. (71) we get

εd+1(a,m) =
1

2

∞∑
n=1

∫∞
0

dd−1k

(2π)d−1
[
k21 + · · ·+ k2d +m2

]1/2
. (72)

To proceed, we can use dimensional [110, 111, 112, 113, 114] and an-
alytic regularization combined. Using the well known formula [114]

∫∞
0

ddu

(u2 + a2)s
=
πd/2

Γ(s)
Γ

(
s−

d

2

)
1

(a2)s−d/2
, (73)
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and defining the function f(d) as

f(d) =
1

2(2
√
π)d

, (74)

the vacuum-energy per unit area εd+1(a) can be written as

εd+1(a,m) =
f(d)

ad
Γ(−d/2)

∞∑
n=1

(
γn + a2m2

)d
2 . (75)

For even dimensional space-time, due to the unboundedness of the
eigenvalues of L, the vacuum-energy per unit area is divergent. In the
odd dimensional case, the divergence of the vacuum-energy per unit
area comes also from the singular structure of the gamma function.
In the next section we will discuss the renormalization procedure to
obtain a finite vacuum energy associated to the system.

4.2 the renormalized zero-point energy

In order to obtain the renormalized vacuum energy, let us use
the analytic extension technique. Before continuing, we would like
to point out that a very common procedure to study the divergent
contribution of the vacuum energy given by Eq. (75) is to use the
heat-kernel expansion in some asymptotic limit [90]. This is a good
procedure for usual operators, such as the Laplacian, where there
appears a logarithmic divergent mass term ln(4µ2/m2). The µ is an
parameter with mass dimension that we have to introduce in order to
perform analytic regularizations. Since in our problem we are using
an unknown operator, this procedure cannot be implemented.

In the next section we show that the renormalized vacuum energy
is identified with the constant term in the asymptotic expansion of the
regularized vacuum energy. To proceed, let us assume that a2m2 <
γ1. In other words, the square of the ratio between the length of the
slab-bag in the z direction to the Compton length lc = m−1 is smaller
than the first non-trivial Riemann zero. It is important to stress that in
general it is not necessary to impose such a condition. Here we need
this assumption to make use of the generalization of the binomial
expansion. For any complex coefficient α and |x| < 1 we may write

(1+ x)α =

N∑
n=0

Cnα x
n |x| < 1, (76)

where Cnα are the generalizations of the binomial coefficients given by
Cnα =

Γ(α+1)
Γ(n+1)Γ(α−n+1) . Let us define the function g(q,d) as

g(d,q) =
f(d)Γ(d2 + 1)

Γ(q+ 1)Γ
(
d
2 − q+ 1

) . (77)
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The zero-point energy per unit area can then be written as

εd+1(a,m) =
1

ad

N(d)∑
q=0

g(d,q)Γ(−d/2)(ma)2q
∞∑
n=1

(γn)
d
2−q. (78)

In the above equation, for odd dimensional space-times we get that
the sum over q has a finite number of terms, i.e., N = d/2 and for
even dimensional space-time we have N→∞.

Let us define the superzeta or secondary zeta function built over
the Riemann zeros, i.e., the nontrivial zeros of the Riemann zeta func-
tion. Let s be a complex variable i.e. s = σ+ iτ with σ, τ ∈ R. The
superzeta Gγ(s) is defined as

Gγ(s) =

∞∑
n=1

1

γsn
, <(s) > 1, (79)

where we are assuming that γn > 0. The analytic continuation of
different families of the superzeta has been discussed in the literature
[74, 75, 76, 77, 78, 79, 80]. Here we are using the analytic extension for
Gγ(s) assuming the Riemann hypothesis and following the Ref. [75],
see appendix (C). A more detailed study of different families of zeta
functions for the Riemann zeros can be found in Ref. [80].

Let us study first the even dimensional space-time case. By using
the definition of g(d,q) of Eq. (77) we define in this case the regular
function of d, h(d,q) = g(d,q)Γ(−d/2). The zero-point energy per
unit area can be written as

εd+1(a,m) =
1

ad

∞∑
q=0

h(d,q)(ma)2qGγ
(
q− d/2

)
. (80)

Note that the factor 1
Γ(q+1) that appears in the function h(d,q) is a

strong convergence factor in the summation. Since the analytic ex-
tension of the superzeta Gγ(s) (presented in appendix (C)) has no
poles for even dimensional space-time we obtain that the regularized
vacuum energy of the system is finite in any even dimensional space-
time.

The zero-point energy per unit area εd+1(a) in the odd dimen-
sional space-time case can be written as

εd+1(a,m) =
1

ad

d/2∑
q=0

g(d,q)(ma)2qΓ(−d/2)Gγ
(
q− d/2

)
. (81)

The Gγ(s) is a meromorphic function of s in the whole complex plane
with double pole at s = 1 and simple poles at s = −1,−3, ..,−(2l+

1), .. . The gamma function Γ(z) is a meromorphic function of a com-
plex variable z with simple poles at the points z = 0,−1,−2.. (see
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appendix (A)). In the neighborhood of any of its poles z = −n for
n = 0, 1, 2.. the gamma function has a representation given by

Γ(z) =
(−1)n

n!(z+n)
+Ω(z+n), (82)

where Ω(z+ n) stands for the regular part of the analytic extension.
The same construction can be used for the superzeta function. The
double pole for the superzeta function at s = 1 does not give contri-
bution for the sum since we must have q = d

2 + 1. In the neighbor-
hood of any of its first order poles z = −(2l+ 1) for l = 0, 1, 2... the
superzeta function has a representation given by

Gγ(z) =
α1

z+ (2l+ 1)
+Υ

(
z+ (2l+ 1)

)
, (83)

where Υ(z+ (2l+ 1)) is the regular part of the analytic extension and
α1 is a constant. The regularized vacuum energy has second order
and first order poles.

To analyze the analytic structure of εd+1(a,m), let us discuss the
behavior of the sum given by Eq. (81) in a generic odd dimensional
space-time. Since the gamma function gives a first order pole in any
odd dimensional space-time, let us study only the contribution com-
ing from the superzeta. Let us write the zero-point energy per unit
area εd+1(a) as

εd+1(a,m) =
1

ad
Γ(−d/2) ρd+1(a,m), (84)

where ρd+1(a,m) is given by

ρd+1(a,m) =

d/2∑
q=0

g(d,q)(ma)2qGγ
(
q− d/2

)
. (85)

Using the fact that the first order poles of the superzeta function are
located at z = −(2l + 1) for l = 0, 1, 2..., we have to study the sin-
gularity structure of ρd+1(a,m) coming from the equation q− d

2 =

−(2l+ 1) for l = 0, 1, 2.... Note that we have that l 6 d−2
4 . For d = 2

the only polar contribution to the sum comes from the term q = 0.
This term is related to the first order pole at s = −1 of the superzeta.
The last term of the sum, i.e., q = 1 is analytic. For d = 4 the contri-
bution coming from the q = 0 and q = 2 terms are analytic and the
contribution of the q = 1 term is polar, with a first order pole coming
from the s = −1 pole of the superzeta. For d = 6 the contributions
coming from q = 1 and q = 3 are analytic, and the contributions
coming from q = 0 and q = 2 are singular with a first order pole
coming from s = −3 and s = −1 poles of the superzeta. See the ta-
ble 1 where the polar and analytic contributions in the sum which
defines ρd+1(a,m) are shown.
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Table 1. Polar and analytic contributions in ρd+1(a,m)

d \ q 0 1 2 3 4

2 l = 0 -

4 - l = 0 -

6 l = 1 - l = 0 -

8 - l = 1 - l = 0 -

10 l = 2 - l = 1 - l = 0

Therefore in order to make the energy density per unit area finite
in odd dimensional space-time we have to introduce mass countert-
erms proportional to second order and first order poles. This problem
has been discussed by Kay [115]. This author shows that the analytic
regularization procedure does not yield a finite result automatically
in the case of massive fields.

As an instructive example, let us discuss this renormalization pro-
cedure in a three-dimensional space-time. In this case we have

ε3(a,m) =
1

a2

1∑
q=0

g(2,q)(ma)2qΓ(−1+ ε)Gγ
(
q− 1+ ε

)
. (86)

The mass counterterm δm2 in a generic odd-dimensional space-time
has dimension [δm2] = 1

ad+1
µ1−d, where we introduced a mass pa-

rameter µ. Therefore we get

δm2 = −
1

8πa3µ

(
1

ε2
+
1

ε
(Ω1 +Υ1)

)
−

1

8πaµ

1

ε
m2Gγ(0), (87)

where Ω1 is the regular part of the analytic extension for the gamma
function around the pole in s = −1 and Υ1 is the regular part of
the analytic extension for the superzeta function around the pole in
s = −1. The mass correction ∆m2 is given by

∆m2(a,µ) =
1

8π

(
1

a3µ
Ω1Υ1 +

1

aµ
m2Ω1Gγ(0)

)
, (88)

where µ is a mass parameter that is introduced to perform the ana-
lytic regularization. We can define a renormalized square mass, the
Riemann mass, given by

m2R = m2 +∆m2(a,µ). (89)

It is interesting to stress that the mass generation occurs only in
odd dimensional space-time, and that the effect vanishes when the
translational invariance is recovered. This mechanism is quite similar
to the topological generation of mass [116, 117]. Nevertheless, in this
last case the translational invariance is maintained.
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Finally two comments are in order. First, the renormalized vacuum
energy is identified with the constant term in the asymptotic expan-
sion of the regularized vacuum energy. For the massless case it is
possible to show, using an exponential ultraviolet cut-off [118, 88,
89, 119, 120], that the finite part of the regularized vacuum energy
agrees with the renormalized energy density obtained by the analytic
regularization procedure. Second, the Casimir energy for the case of
fermionic fields was investigated in this configuration, based on the
MIT bag model [121, 122]. The generalization for massive fermions
was presented by Elizalde et al [65]. See also the Ref. [123].





5
O N E - L O O P E F F E C T I V E A C T I O N A N D R I E M A N N
Z E R O S

The Riemann Hypothesis is a precise statement, and in one sense what it
means is clear, but what it’s connected with, what it implies,

where it comes from, can be very unobvious.

— M. Huxley - Dr. Riemann’s Zeros.

Recently there have been investigations whether a large class of sys-
tems with countable infinite number of degrees of freedom described
by self-adjoint operators can be used to give a spectral interpretation
for the Riemann zeros [45]. The main result we emphasize is that in
the formalism of quantum field theory there is no obstruction for the
existence of the above mentioned elusive operators, in the sense that
it is possible to define a correlation generating function for a system
with the Riemann zeros as its spectrum.

In this chapter we delve a different point of view aiming to shed
some light on this problem. We consider a large class of two dimen-
sional field theory models in Euclidean space. We show that the
asymptotic behavior of the Fourier transform of the two-point cor-
relation function in such models fits the asymptotic distribution of
the non-trivial zeros of the Riemann zeta function. As an example we
show that the non-linear sigma model in the leading order in 1/N ex-
pansion presents such a behavior. Although there is in the literature
intense activity connecting the Riemann zeros, classical and quantum
chaos, random matrices and disordered systems, as far as we know
the result presented here is discussed for the first time.

We briefly mention that non-linear sigma models can be brought
to the context of random matrices and systems with disorder. This is
achieved by considering the fact that a gas of fermions in the presence
of a random potential can be described by an effective low-energy
field theory, which is precisely a non-linear sigma model [28, 29]. It
can be shown that random matrix theory appears in an appropriate
limit of such a model. The non-linear sigma model also emerges if we
consider the problem of wave propagation in a medium with a cor-
related spatially varying index of refraction [124]. Since disorder in
wave problems leads us to chaotic systems in the limit of short wave-
lengths, one has an example in which a link between the Riemann
zeta zeros and the non-linear sigma model must be investigated.

37
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5.1 the one-loop effective action

In this Section we digress on the fundamental object through which
correlation functions in many models in two-dimensional Euclidean
scalar field theory relate to the asymptotic distribution of Riemann
zeros. We consider massive interacting fields φ with (bare) mass m.
Here the basic quantity we are interested in is

Seff[M] = ln
[
−∂2 +M2(m, x)

]
, (90)

where M(m, x) is some scalar function with square mass dimensions.
Whenever a formal perturbative expansion in powers of a suitable pa-
rameter is available, the usual Feynman diagrams of field theory can
be displayed. In particular, (90) generates one-loop diagrams, in par-
ticular bubble diagrams. The quantity (90) naturally appears in the
semi-classical or loopwise expansion of field theory. As well known,
this method amounts to introduce a formal expansion of the func-
tional integral in powers of  h:

Z[J] =

∫
[dφ] exp−

1
 h

{
S[φ] −

∫
d2x J(x)φ(x)

}
(91)

where [dφ] is a formal product of Lebesgue measures at every point
of R2, J(x) is an external source and S[φ] is the action given by

S[φ] =

∫
d2x

[
1

2

(
∂µφ∂µφ+m2φ2

)
+ V[φ]

]
. (92)

Here we regard V[φ] as a simple polynomial in φ. We are not going
to present the standard derivation since it can be found in many text-
books, see for instance [125]. The important point is that, at order  h

one obtains the following expression for the generating functional Γ
of proper vertices:

Γ [ϕ] = S[ϕ] +
1

2

{
Seff[M] − ln

[
−∂2 +m2

]}
, (93)

where M2 = m2 + V ′′[ϕ], ϕ being the classical field, solution of the
classical field equations δS[ϕ]/δϕ = 0. The n-th functional derivative
of Γ with respect to ϕ for n > 3 yields the one-particle irreducible
correlation functions of the theory.

Let us present one model where the basic quantity (90) shows
up. Consider a simple model of two Euclidean self-interacting scalar
fields φ1(x) and φ2(x) with masses m1 and m2, respectively. Assume
that m2 � m1. After the construction of an effective field theory and
further imposition of the infinite mass limit for the heavy field, there
is a decoupling between the light and heavy modes as stated by the
Appelquist-Carrazzone theorem [126]. This is essentially the model
studied in Ref [105] in two dimensions. Following such a reference,
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we consider the theory described by the following action with two
real scalar fields

S[φ1,φ2] =

∫
d2x

[
1

2

(
∂µφ1∂µφ1 +m

2
1φ
2
1 + ∂µφ2∂µφ2 +m

2
2φ
2
2

)
+V[φ1] +

λ

2
(φ1φ2)

2

]
. (94)

The precise form of V[φ1] is not important for the construction of
the effective theory, although it is essential in order to consistently
implement the decoupling theorem [105]. The partition function is
given by

Z[j1, j2] = N
∫
[dφ1][dφ2] e

−S[φ1,φ2]e−
∫
d2x (j1φ1+j2φ2), (95)

where j1(x), j2(x) are external sources and N is a normalization. The
above action can be rewritten as

S[φ1,φ2] = S1[φ1] + S2[φ1,φ2], (96)

where S1[φ1] is the φ2-independent part of the total action. In order
to obtain the effective action for the light modes one must assume
that m2 � m1. In this way we integrate out the heavy field φ2 in the
functional integral and define the effective action of the light modes
Γeff[φ1] by

e−Γeff[φ1] = e−S1[φ1]
∫
[dφ2] e

−S2[φ1,φ2] (97)

By means of a simple Gaussian integration, we obtain the following
expression for the effective action of the light field φ1(x)

Γeff[φ1] = S1[φ1] +
1

2
Seff[M], (98)

where M2 = m22 + λφ
2
1. So we see that Seff here appears as the one-

loop contribution to the effective action for the light fields.
Another example in which Eq. (90) appears is provided by an O(N)

symmetry Euclidean field theory with a N-component scalar field
Φ(x). In a two-dimensional Euclidean space, the action is given by

S[Φ] =

∫
d2x

{
1

2
∂µΦ

T∂µΦ+NU

[
Φ2

N

]}
, (99)

where U is a general polynomial in Φ2 and

Φ2 =

N∑
i=1

ϕ2i . (100)

The correlation functions of the model are generated by the parti-
tion function

Z[h] =

∫ ∏
x

dΦ(x) exp
[
−S[Φ] +

∫
d2xhT (x)Φ(x)

]
, (101)
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where the last term in the argument of the exponential is the contri-
bution for an auxiliary N-component external field h(x). Since we are
interested in finite theories, a cut-off consistent with the symmetries
of the model is implicit. Introduce the field ρ(x) defined by

ρ(x) =
Φ2

N
, (102)

and the field λ(x) which acts as a Lagrange multiplier, i.e.

1 =
N

4π i

∫
dρdλ exp

[
λ

2

(
Φ2 −Nρ

)]
, (103)

where the λ integration runs parallel to the imaginary axis. Using the
fields λ(x) and ρ(x), and defining the respective functional measures
[ρ(x)] and [λ(x)] we can write the partition function Z[0] as

Z[0] =

∫
[dΦ] [dρ] [dλ] exp {−S[Φ, ρ, λ]}, (104)

where S[Φ, ρ, λ] is given by

S[Φ, ρ, λ] =
∫
d2x

{
1

2

(
∂µΦ

)2
+NU

[
ρ(x)

]
+
1

2
λ(x)

[
Φ2(x)−Nρ(x)

]}
.

(105)

Let us write the N-component field Φ(x) as

ΦT = (π1,π2, ...,πN−1,σ). (106)

Integrating out the N− 1 components π(x) and introducing a one-
component source h(x) we have

Z[h] =

∫
[dσ][dρ][dλ] exp

[
−SN(σ, ρ, λ) +

∫
d2xh(x)σ(x)

]
, (107)

where

SN(σ, ρ, λ) =

∫
d2x

{
1

2

(
∂µσ

)2
+NU

[
ρ(x)

]
+

1

2
λ(x)

[
σ2(x) −Nρ(x)

]}
+
1

2
(N− 1)Seff[M], (108)

where now M2(x) = λ(x). In the large N expansion we can obtain the
saddle point equations. We are looking for a uniform saddle-point:
σ(x) = σ, ρ(x) = ρ and finally λ(x) = m2. We are particularly in-
terested in studying fluctuations around the uniform saddle-point
solution. One can show that the asymptotic behavior of the Fourier
transform of the two-point correlation function of the linear sigma
model in the leading order in 1/N expansion in a two-dimensional
Euclidean space fits the asymptotic distribution of the Riemann zeros.
In the next section we will present explicit calculations that prove our
statement.
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5.2 non-linear sigma model and riemann zeros

The sigma model was first introduced in [127] as an example real-
izing chiral symmetry and partial conservation of the axial current.
The model is constructed with a fermionic isodoublet field, a triplet
of pseudoscalar fields and also a scalar field. The sigma model with-
out a fermionic isodoublet field with only two scalar fields σ and π
has been widely discussed in the literature, as an example of spon-
taneous symmetry breaking. This model can be generalized using a
N-component field, in such a way that the Lagrangian density is in-
variant under the orthogonal group in N-dimension, O(N) [128]. The
local action of the model in a four-dimensional Euclidean space is

S[Φ] =
1

2

∫
d4x

[
∂µΦ

T∂µΦ+ V(Φ2)
]

(109)

with ΦT = (π1,π2, ...,πN−1,σ) and Φ2 = ΦTΦ. The potential V(Φ2)
is chosen to produce a minimum whenever Φ2 = v2 > 0. The sys-
tem exhibits spontaneous symmetry breaking. There is a non-trivial
subgroup which leaves the vacuum invariant, the O(N− 1). For each
generator of the O(N) group which does not leave the vacuum invari-
ant, there corresponds a massless Goldstone boson. An alternative
description to produce spontaneous symmetry breaking is given by
the non-linear sigma model [129]. The non-linear sigma model is de-
fined by the Lagrangian density

L =
1

2
∂µΦ

T∂µΦ (110)

with the constraintΦTΦ = 1. The generating functional of the Schwinger
functions can be written as

Z =

∫
[dΦ]δ[ΦTΦ− 1] exp

(∫
d4xL+ source terms

)
. (111)

The quantization of non-linear sigma models was initiated in Refs [130,
131, 132]. Although this model is not renormalizable in a four dimen-
sional Euclidean space, it makes sense as a low-energy effective the-
ory. The two dimensional case is quite different. In this situation the
model is perturbatively renormalizable. One can show that the beta
function of the model is negative, therefore the theory is also asymp-
totically free for N > 2. The renormalizability of the two-dimensional
non-linear sigma model was proved in Refs. [133, 134].

Now we present some evidence that the large N expansion of the
two-dimensional O(N) non-linear sigma model described by the Eu-
clidean action

S[Φ] =
1

2g20

∫
d2x ∂µΦ

T∂µΦ, ΦTΦ = 1 (112)

might have a deep connection with the asymptotic distribution of
the Riemann zeros. For a complete review of the large N expansion
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in quantum field theory, see the Ref. [135]. In equation (112) g0 is a
coupling constant and the field Φ is a N-component vector. We are
following the discussion presented in Refs. [136, 137]. The partition
function which describes such modes in this model reads

Z =

∫
[dΦ]δ[ΦTΦ− 1] e

− 1

2g2
0

∫
d2x ∂µΦ

T∂µΦ

=

∫C+i∞
C−i∞ [dλ(x)]

∫
[dΦ] e

− 1

2g2
0

∫
d2x [∂µΦT∂µΦ+λ(x)(ΦTΦ−1)]

,(113)

where a Lagrange multiplier λ(x) was introduced to substitute the
functional Dirac delta function. The integral over the the field Φ can
be performed, since all of them are Gaussian integrals. We can write
the partition function as

Z =

∫C+i∞
C−i∞ [dλ(x)] e

−S[λ], (114)

where the action S[λ] is given by

S[λ] = −
1

2g20

∫
d2xλ(x) +

N

2
ln det

[
−∂2 + λ(x)

]
. (115)

As discussed in ([136]), the expansion above is formal since we have
infrared and also ultraviolet divergences. To deal with the ultraviolet
divergences we can introduce a cut-off or define the theory in a lattice
[138]. Another approach is to use analytic regularization procedure.
For an instructive example where an analytic regularization proce-
dure is used to evaluate the Fredholm determinant, see the Ref. [105].
To cure the infrared divergences one can consider that the theory is
defined in a finite volume. Introducing the Green function G(x, x; λ)
defined as

G(x, x ′) = 〈 x|(−∂2 + λ)−1| x ′ 〉, (116)

and computing the variation of Eq. (114) with respect to λ we get

1

2g20
=
N

2
G(x, x; λ). (117)

In the saddle point approximation, using a Fourier representation for
G(x, x ′; λ) we can solve the equation above. The cases d = 2 and d > 2
must be studied separately. We are interested only in the case d = 2,
where continuous symmetries cannot be broken. The O(N) symme-
try is unbroken, since the expectation value for the components of Φ
are zero, but the field λ(x) has a nonzero vacuum expectation value,
i.e. 〈 λ(x) 〉 = m2. We identify this quantity as a squared mass. The
excitations associated with the components for the Φ field are mas-
sive particles. We are interested in studying fluctuations around this
solution. With the identification

λ(x) = m2 + iα(x), (118)
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we get the effective action Seff [see Eq. (90)]

Seff[α] =
N

2
ln
[
−∂2 +m2 + iα(x)

]
. (119)

Introduce the Fourier expansion

α(x) =

∫
d2p

(2π)2
α(p) eipx (120)

and let us consider the effective action for the modes p 6= 0. Using a
functional Taylor series one gets

Seff[α] =
N

2
ln
[
∆−1

]
+
1

2

∫
d2p

(2π)2
u(−p)Π(p)u(p)

+

∞∑
n=3

(−1)n+1

n

(
N

2

)−n/2+1

[(iu(x)∆)n] , (121)

where we have defined the field

u(x) =

(
N

2

) 1
2

α(x) (122)

and the propagator

∆(x, x ′) = 〈 x|(−∂2 +m2)−1| x ′ 〉. (123)

Also, in equation (121) we have the quantity

Π(p) =

∫
d2q

(2π)2
∆(p/2+ q)∆(p/2− q), (124)

where

∆(p) =
1

p2 +m2
. (125)

The above series expansion furnishes a perturbative expansion for
the u-field in the parameter 1/

√
N. The zeroth-order effective action

for the fluctuations is given by the quadratic terms in the mentioned
expansion. Hence in the leading order, the Fourier transform of the
two-point correlation function for the u-fields is given by

〈u(−p)u(p)〉 = [Π(p)]−1 . (126)

Let us present an expression for this correlation function at large
|p|� m. Consider the integral

I(α,β,d,p) =
∫
ddq

(2π)d
1

[(q− p)2 +m2]
α
[q2 +m2]

β
. (127)
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It is easy to see that I(1, 1, 2,p) = Π(p). After standard manipulations
we get

I(α,β,d,p) =
1

(4π)d/2(p2)α+β−d/2
Γ(α+β− d/2)

Γ(α)Γ(β)

×
∫1
0

dx xα−1(1− x)β−1
[
x(1− x) +

m2

p2

]d/2−α−β
(128)

where Γ(x) is the usual gamma function. Therefore, after we integrate
we get

Π(p) =
1

4πf(m/p)p2
ln
[
1+ f(m/p)

−1+ f(m/p)

]
, (129)

where

f(x) =
(
1+ 4x2

)1/2
. (130)

Since we are interested in the asymptotic result, let us assume that
|p|� m. Under this assumption we get

〈u(−p)u(p)〉||p|�m ≈
2πt

ln(t/m2)

[
1−

2

(t/m2) ln(t/m2)
+

2

(t/m2)

]
,

(131)

where t = t(p) = p2 = p20+p
2
1 is the equation of a circular paraboloid.

We stress that the theory is finite after a renormalization procedure.
Note that this result obtained in Eq. (131) has a remarkable resem-
blance with the asymptotic distribution of Riemann zeros. Remem-
ber that the number N(T) of Riemann zeros σ+ iγ, with 0 < γ < T is
asymptotically given by the Riemann-von Mangoldt formula Eq. (40):

N(T) =
T

2π
ln
(
T

2π

)
−
T

2π
+O(ln T), (132)

as T → ∞. The density D(T) = N(T + 1) −N(T) of zeros at height T
given by Eq.(41) is

D(T) ∼
1

2π

[
ln
(
T

2π

)
+
1

T

]
. (133)

for high T . As we discussed in chapter 2 an important consequence
of such a result is that the imaginary parts of consecutive zeta zeros
in the upper half-plane 0 < γ1 6 γ2 6 γ3 6 · · · satisfy γn ∼ n/D(n)

as n→∞, i.e.

γn ∼
2πn

ln (n/2π) + 1/n
≈ 2πn

ln (n/2π)

[
1−

1

n ln (n/2π)

]
. (134)

The similarity between the Eq. (131) and Eq. (134) is manifest. We
have established the asymptotic equivalence between the distribu-
tion of the non-trivial zeros of the Riemann zeta function and the
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Fourier transform of the two-point correlation function of the non-
linear sigma model in the leading order in a large N expansion de-
fined in a two-dimensional Euclidean space. Here the identification
n ↔ t leads one to the conclusion that n obeys a circular paraboloid
equation in the momentum space of a field theory.

The non-linear sigma model in a two-dimensional Euclidean space
was used as a toy model for the study of asymptotic freedom and
dynamical mass generation [139]. As far as we know, although the
literature emphasizes connections between the Riemann zeros, chaos,
random matrices and disordered systems, the result presented above
is original and new. Observe that in the semiclassical periodic orbit
theory, the oscillating density of states is related through a trace for-
mula to classical periodic orbits [17, 18]. It is possible to obtain trace
formulas for the Riemann zeta function. Assuming the Riemannn hy-
pothesis there is a remarkable parallel between the trace formulas of
chaotic systems and trace formulas for the Riemann zeta function.
This analysis is of order  h as the large N expansion in the scalar field
theory.

Of particular interest is to find other models where the behavior is
similar to the linear and non-linear sigma model. One model that calls
for attention is the CP(N− 1) model, which can be solved in the large
N limit [140]. Also, since two-dimensional quantum chromodynamics
(QCD) reduces to the non-linear sigma model in some limit [141],
the result presented above indicates that a connection between the
Riemann zeros and QCD must be investigated. On the other hand a
pivotal matter that confronts us is the nature of t(p). The Riemann
zeros form a discrete set of points whereas for the quantum field
theory considered here t is a continuous variable. This difficulty is
already encountered within the Berry-Keating approach [23]. At the
present moment we do not know how to circumvent this obstacle.
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R A N D O M I Z E D R I E M A N N G A S

"[It has been] said that the zeros [of the Riemann zeta function] weren’t
real, nobody measured them. They are as real as anything you will measure

in a laboratory - this has to be the way we look at the world."

Peter Sarnak [142]

In equilibrium statistical mechanics, macroscopic systems can de-
velop phase transitions when external parameters change. To give a
mathematical description of these phenomena it is usual to define the
free energy, FN(β), where N is the number of particles of the system.
For finite systems, the free energy and the partition function are an-
alytic in the entire complex β-plane. In the thermodynamic limit, at
points where analyticity is not preserved, one says that a phase tran-
sition occurs. The singularities in the free energy density correspond
to the zeros of the partition function in the complex β-plane.

In two papers, Lee and Yang [143, 144] studied the zeros of the
partition function of the Ising model in the complex magnetic field1.
They obtained the following theorem: in the Ising model in a com-
plex magnetic field h, the complex zeros of the partition function are
located on the unit circle in the complex plane. Discussing the zeros
in the complex temperature plane, Fisher studied an Ising model on
a square two-dimensional lattice and showed that there is an accumu-
lation of these complex zeros close to the critical point [145]. Systems
with disorder and randomness also have been considered [146, 147].

There are many non-trivial features that are observed in disordered
systems which are absent in their non-disordered counterparts. In
disordered systems the dynamics of the disorder or impurities affect
radically the way in which the thermodynamical physical quantities
are computed. We can establish regimes of disorder comparing the
dynamical time scales of the disorder and the field. If the time scale
of the disorder is much longer than the time scale of the field we can
assume that the disorder variable admits a stationary value. It means
that each realization of the disorder (random noise) corresponds to a
specific sample of the system[148, 149, 150, 151]

For all these systems the disorder is a random variable in the Hamil-
tonian where the probability distribution is known. In the spin-glass
the disorder appears in the coupling between neighbor spins, and in

1 Early in 1915, the influence in statistical mechanics of the Pólya work on the Riemann
zeta function was an example of the fruitful relationships between number theory
and physics. Lee and Yang adapted the reasoning of Pólya, which dealed with an
integral representation of the zeta function, to prove their celebrated Lee-Yang circle
theorem.
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the random field Ising model the random variable is a quenched mag-
netic field. One way to investigate such models is to replace the orig-
inal Hamiltonian of each model by an effective Hamiltonian of the
Landau-Ginzburg model where the order parameter is a continuous
d-dimensional field. In such a case the disorder appears as a random
temperature or a random external field. For the simplest case d = 1

we get the anharmonic oscillator with a random frequency ω. The
quenched free energy for this system without the anharmonic con-
tribution can be calculated in terms of the derivative of a particular
spectral zeta function ζ(s,ω) at s = 0. This derivative has to be deter-
mined by the analytic continuation from the domain where the series
actually converges.

A very simple example of a disordered system which exhibits a
phase transition is the random energy model. The zeros of the par-
tition function in the complex temperature plane in this model has
been studied numerically and also analytically [152]. In disordered
systems, Matsuda, Nishimori and Hukushima studied the distribu-
tion of zeros of the partition function in Ising spin glasses on the
complex field plane [153]. More recently Takahashi and collaborators
studied the zeros of the partition function in the mean-field spin-glass
models [154, 155]. Recently, the first experimental observation of Lee-
Tang zeros has been achieved based on [156]. These measures have
been performed through the quantum coherence of a probe spin cou-
pled to an Ising-type spin bath [157]. A complex phase factor is gen-
erated by the evolution of the probe spin and therefore realizes an
imaginary magnetic field. This experimental realization opens up the
opportunity to study thermodynamics on the complex plane.

With respect to prime numbers, the models that have shown to
be more accurate in practice to describe them are random models
involving one or more random variables[158, 159, 4]. Prime numbers
appear among the integers seemingly at random, and it is due to this
local irregularity of its distribution that they can be thought to behave
as an ideal gas. Despite of these are deterministic quantities, we can
not expect a complete description of a deterministic set through a
probabilistic model, we can gain some deeper understanding of its
behavior and of the correlations between them.

Besides the Hilbert-Pólya conjecture, the interpretation of prime
numbers related to energy eigenvalues of particles appears also in
statistical mechanics. This can be seen studying the Riemann gas2

and its disordered version. The purpose of this chapter is to study
the consequences of introducing randomness on this arithmetic gas.
We study the thermodynamic variables as the average free energy
density and average mean energy density in the complex β-plane.

Due the particular spectrum of the arithmetic gas, the introduc-
tion of randomness in the Hamiltonian leads us to a quite inter-

2 The Riemann gas is also called an arithmetic gas.
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esting situation where the argument of the Riemann zeta function
is a random variable with some probability distribution. Therefore,
this perspective provides a connection between the theory of the Rie-
mann zeta function and the physics of disordered systems. Although
a probabilistic approach in number theory is not new in the litera-
ture [158, 159, 4], as far as we know the approach presented here is
discussed for the first time.

6.1 riemann gas

A bosonic Riemann gas is a second quantized mechanical system at
temperature β−1, with partition function given by the Riemann zeta
function [32, 33, 34, 56, 57, 58, 50]. As was discussed by Weiss and
collaborators, the hamiltonian for the Riemann gas can in principle
be produced in a Bose-Einstein condensate [160].

Let us consider a non-interacting bosonic field theory with Hamil-
tonian

HB = ω

∞∑
k=1

ln(pk)b
†
kbk, (135)

where b†k and bk are respectively the creation and annihilation oper-
ators of quanta associated to the bosonic field and the pk ′s are the
prime numbers. The energy of each mode is given by νk = ω ln pk.
As the particles are noninteracting, a many-body state in the second
quantized formalism, can be represented by the occupation number
n. By the fundamental theorem of arithmetic Eq. (1) this state is in-
terpreted as m1 particles are in the state |p1〉, m2 particles are in the
state |p2〉, and so on, hence

|n〉 = |m1p1 ,m2p2 , · · · ,mkpk〉, (136)

because this unique factorization of |n〉, each many-body state is enu-
merated only once. The total energy of the system in the state |n〉
is

En = ω(m1 logp1 +m2 logp2 + · · ·+mk logpk)

= ω log(pm1

1 pm2

2 · · ·p
mk

k ) = ω logn. (137)

The arithmetic gas partition function therefore is

Z =

∞∑
n=1

e−βEn =

∞∑
n=1

1

nβω
, (138)

which is exactly the Riemann zeta function. The parameter ω has
dimension of frequency and β is the inverse of the temperature of
the system. For βω > 1 or low temperatures we have a well defined
partition function, whereas that for βω 6 1 or high temperatures we
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do not have. This happens due to the simple pole of the Riemann zeta
function at s = 1. This is a Hagedorn temperature [161] above which
the system can not be heated up, since its energy becomes infinite
E ≈ ω

βω−1 . In spite of this divergence of the partition function Julia
claims that the continuation across or around this critical temperature
can shed some understanding on the quark confinement [56]. At this
stage we can notice that if we consider the partition function of the
Riemann gas in the complex-β plane, the non-trivial zeros of the zeta
function are the Fisher zeros.

Let us show that an alternative bosonic Hamiltonian similar to HB
can not be constructed with the sequence of prime numbers or the
sequence of prime powers in the spectrum. Only the ω lnpn spectra
is allowed. To proceed let us use the the following representation for
ln x = lims→0 x

s−1
s , which is used in the replica formalism to study

disordered systems [148, 149, 150, 151].
The Hamiltonian of this non-interacting bosonic field theory can be

written as

H = lim
s→0

ω

( ∞∑
k=1

psk
s
b
†
kbk −

∞∑
k=1

b
†
kbk

s

)
. (139)

Although the Hamiltonian of the Riemann gas is obtained only when
s→ 0, we can ask if there is a Hamiltonian for generic value of s. The
case with s = 1, is exactly a system with the spectrum proportional
to the prime numbers. In the following we use the results obtained
by Menezes and Svaiter [41] to prove that only the Riemann gas has a
well defined free energy. Using the definition of prime zeta function
P(s) it was shown that the free energy of a system with the sequence
of prime numbers as the spectrum does not exist. As was discussed
before, this is related to the fact that there is no analytic extension for
P(s) to the half-plane σ 6 03.

Let us now discuss some features of this gas for fermions. For a
free arithmetic fermionic gas the Hamiltonian is given by

HF = ω

∞∑
k=1

ln(pk)c
†
kck, (140)

where c†k and ck are respectively the creation and annihilation oper-
ators of quanta associated to the fermionic field and the pk are as

3 The same argument can be used to prove that there is no fermionic system with in-
finitely number of degrees of freedom whose spectrum is composed by the sequence
of prime numbers. Let us consider Dirac fermions interacting with an external field
Aµ(x) in Euclidean space. The fermionic path integral is not well defined since the
determinant of the Dirac operator diverges because it is an unbound product of in-
creasing eigenvalues λn. It is possible to define a regularized determinant using the
spectral zeta function associated with the Dirac operator and the principle of ana-
lytic continuation. The analytic continuation of the spectral zeta function must be
regular at the origin, i.e., s = 0. The eigenvalues of the Dirac operator cannot be the
sequence of prime numbers by the same reason we discussed for the bosonic case.
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above prime numbers. The difference respect to the bosonic case is
that we need to take into account the Pauli exclusion principle, there-
fore mi just can be 0 or 1. This implies that the natural numbers
are restricted to those that are free-square n = pm1

1 pm2

2 · · ·p
mk

k with
mk = (0, 1). Using the Möebius function and following the same steps
as the bosonic case, the fermionic partition function can be written as

ZF(β) =
∑

freesquare

e−βω logn =

∞∑
n=1

µ(n)

nβω
. (141)

Following Spector [58, 34] this partition function can be written as
ZF(β) = ζ(βω)/ζ(2βω). It implies that the thermal partition func-
tions associated to the Hamiltonians HB and HF are related by

ZF(β)ZB(2β) = ZB(β). (142)

The noninteracting mixture of two systems, each of its own temper-
ature β−1 and (2β)−1 is equivalent to another bosonic system with
temperature β−1.

For the fermionic arithmetic gas, the divergence of the partition
function at the Hagedorn temperature implies two number theoreti-
cal results: the first one is that the zero-free region of the Riemann
zeta function includes the vertical line Re(s) = 1. The second one is
that this divergence of ZF(βω) at βω = 1 implies the prime number
theorem.

The first one is related to the effort to expand the zero-free region
of the Riemann zeta function to include the vertical line Re(s) = 1.
In the classical proofs of Hadamard and de la Vallee-Poussin where
ζ(1+ it) 6= 0 for Re(s) = 1, it was used that the Riemann zeta func-
tion has a pole at s = 1 with residue 1[51, 52, 53]. We conclude using
the principle of analytic extension that the divergence of the partition
function for the fermionic arithmetic gas at the Hagedorn tempera-
ture βω = 1 is also equivalent to the absence of zeros of the Riemann
zeta function in the vertical line Re(s) = 1. Also, as we know, the
fact that the zero-free region of the Riemann zeta function includes
the vertical line Re(s) = 1 is equivalent at the prime number theorem
[162, 163, 49]. We conclude that that the divergence of the partition
function for the fermionic arithmetic gas at the Hagedorn tempera-
ture βω = 1 is equivalent to the prime number theorem.

The second way is using the Liouville function Eq. (13) and the
equivalent sentence of the prime number theorem in terms of it Eq.
(21). From the Eq. (20) and since the partition function for the fermionic
arithmetic gas is given by ζ(βω)/ζ(2βω) we have that the inverse of
the partition function of this arithmetic gas can be written as(

ZF(βω)

)−1

=
∑
n>1

λ(n)

nβω
. (143)
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Using the principle of analytic extension we can see that the diver-
gence of the partition function for the fermionic arithmetic gas at the
Hagedorn temperature βω = 1 is equivalent to the prime number
theorem.

6.2 randomized riemann gas

Although the probabilistic approach in number theory is not new in
the literature [158, 159, 4, 164], let us discuss the thermodynamics of
an arithmetic gas introducing randomness in the system. We assume
that the hamiltonian of the bosonic gas at a given temperature β−1

has a random variable ωk. We take {ωk}k∈N a set of uncorrelated
random variables with some probability distribution P(ωk) over an
ensemble of hamiltonians. The thermodynamic quantities must be
calculated averaging over an ensemble of realizations of the random
quantity. Since the random variable is a parameter in an extensive
quantity, we have to perform an ensemble average of some extensive
quantity of interest, in our case the free energy [149, 150].

Assuming that the ensemble is made by a enumerable infinite set
of copies, characterized by the parameter ωk defined in the interval
{ω : ω1 6 ωk < ∞}k∈N, the first copy the ensemble with parameter
ω1 provides a logarithmic singular contribution to the free energy
density due to the pole of the Riemann zeta function. This tempera-
ture, where the average free energy density diverges is the Hagedorn
temperature [161] of the random system. On the other hand, con-
sidering an ensemble of non-enumerable set of copies, the singular
behaviour of the average free energy density disappears. Meanwhile,
due to the behaviour of the Riemann zeta function in the critical re-
gion, the average free energy density acquires complex values. Fi-
nally, we show that the non-trivial zeros of the Riemann zeta function,
which are the Fisher zeros of the system, contribute to the average en-
ergy density of the system. To proceed we have to perform ensemble
averages of some extensive quantity of interest. Let us define the av-
erage free energy of the Riemann gas as

〈 F(β)〉 = −
1

β
〈 ln ζ(βω)〉, (144)

where 〈(...)〉 denotes the averaging over an ensemble of realizations of
random variable with a given discrete probability distribution func-
tion. The average free energy density, for the case where the ensemble
consists of an enumerable infinite set of copies of the system is

〈 f(β)〉 = −
1

βV

∞∑
k=1

P(ωk) ln ζ(ωkβ), (145)

where V is the volume of the system and P(ωk) is a given one-
dimensional discrete distribution function defined in the interval {ω :
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ω1 6 ωk < ∞}k∈N. Note that for low temperatures all of the copies
of the ensemble contribute to the average free energy density of the
system. Nevertheless, due to the pole of the Riemann zeta function
there is a critical temperature where the first copy of the ensemble
gives a singular contribution to the average free energy density of the
system. This is the Hagedorn temperature of the random arithmetic
gas.

In the next section, we first show that considering an ensemble
made by a non-enumerable set of copies, the singular behavior of
the average free energy density disappears. We are also interested in
studying the average energy density of the system, which is related
to the logarithmic derivative of the zeta function ζ ′

ζ (s). As we will see,
the divergent contributions that appear in the average energy density
of the system can be circumvented using an analytic regularization
procedure.

6.3 average free and mean energy density

In this section we will show that the thermodynamic quantities asso-
ciated with the Riemann random gas are defined in terms of some
number theoretical formulas. With this aim, our next task is to cal-
culate relevant thermodynamic physical quantities as the average en-
ergy density 〈 ε 〉 and the average entropy density 〈 s 〉. These thermo-
dynamic quantities are given respectively by

〈 ε 〉 = −
1

V

∂

∂β

∞∑
k=1

P(ωk) ln ζ(ωkβ) (146)

and

〈 s 〉 = 1

V

(
1−β

∂

∂β

) ∞∑
k=1

P(ωk) ln ζ(ωkβ). (147)

The properties of the model depend strongly on the analytic structure
of the Riemann zeta function. In the following, instead of considering
an ensemble made by an enumerable infinite set of copies, we extend
these definitions for a non-enumerable set of copies. This approach
is analogous to the one that makes the classical Gibbs ensemble in
phase space a continuous fluid [165]. Therefore the average over an
ensemble of realizations can be represented by an integral with ω

defined in the continuum i.e. {ω : ω ∈ R+}. The average free energy
density and average energy density can be written as

〈 f(β, λ)〉 = −
1

βV

∫∞
0

dωP(ω, λ) ln ζ(ωβ) (148)

and

〈 ε(β, λ)〉 = −
1

V

∫∞
0

dωP(ω, λ)
∂

∂β
ln ζ(ωβ), (149)
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where λ is a parameter with length dimension that we have to intro-
duce to keep the right dimension in the expressions. For simplicity
let us assume that the probability density distribution is given by
P(ω, λ) = λe−λω. It is important to stress that the choice of the P(ω)

does not affect the conclusions about the behaviour of the system. By
changing the variable s = ωβ we can write the average free energy
density as

〈 f(β, λ)〉 = −
λ

β2V

∫∞
0

ds e−
λ
βs ln ζ(s). (150)

Although there is a singularity in the integrand at s = 1, it is easy
to show that the integral is bounded. On the neighborhood of s = 1

we can substitute the function log ζ(s) ≈ log 1
s−1 = − log(s− 1). This

is an integrable singularity, therefore the average free energy density
is non-singular and continuous for all temperatures. Note that over-
comes the Hagedorn temperature implies to go into the critical region
of the Riemann zeta function, i.e, the region 0 < s < 1, that may lead
to complex values of the average free energy density.

We would like to point out that complex values for free energy
are found in the study of open and dissipative systems [166]4. Also,
there is an alternative formulation of quantum mechanics and quan-
tum field theory with non-Hermitian Hamiltonians [167]. The main
problem to go into the critical region is the existence of a branch
point of ln(z) at the origin. This fact generates an ambiguity in the
free energy density. It is clear that this problem disappear if we deal
with the logarithmic derivative of the zeta function ζ ′

ζ (s). The picture
that emerges from this discussion is that the mean energy is a well
behaved function of the temperature.

As we discussed above, the logarithmic derivative of the zeta func-
tion ζ ′

ζ (s), which is fundamental in the study of the density of non-
trivial zeros of the zeta function, must be used in the definition of the
average energy density. Substituting the Eq. (29) in Eq. (149) we can
write the average energy density as

〈 ε(β, λ)〉 = ε1(λ)+ε2(β, λ)+ε3(β, λ)+ε4(λ)+ε5(β, λ)+ε6(λ), (151)

where each of these terms are given by

ε1(λ) = −
C1
V

∫∞
0

dωωP(ω, λ), (152)

ε2(β, λ) =
1

V

∫∞
0

dωωP(ω, λ)
1

βω− 1
, (153)

4 The fact that the energy is complex implies that the perturbative ground-state is
unstable. The life-time of the ground state is just the reciprocal of the imaginary part
of the ground-state energy.
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ε3(β, λ) = −
1

V

∫∞
0

dωωP(ω, λ)
∑
ρ

1

βω− ρ
, (154)

ε4(λ) = −
1

V

∫∞
0

dωωP(ω, λ)
∑
ρ

1

ρ
, (155)

ε5(β, λ) = −
1

V

∫∞
0

dωωP(ω, λ)
∞∑
n=1

1

(βω+ 2n)
(156)

and finally

ε6(λ) =
1

2V

∫∞
0

dωωP(ω, λ)
∞∑
n=1

1

n
. (157)

Usually, the information of the thermodynamics of the system is con-
tained in derivatives of the mean free energy density. With the excep-
tion of the contribution coming from the pole of the zeta function,
the above expressions for the mean free energy density are divergent
series. We can use a standard regularization procedure to give mean-
ing to these divergent terms [168]. Here, we choose to use an ana-
lytic regularization procedure introduced in quantum field theory in
[110, 111] and used extensively since then.

6.4 superzeta functions and average energy density

In this section we will discuss each of the terms that contributes to
the average energy density given by Eq. (151). The contribution of
the first term given by Eq. (152) to the average energy density can be
written as

ε1(λ) = −
C1
λV

. (158)

The second term that contributes to the average energy density ε2(β)
can be written as

ε2(β, λ) =
1

βV
−

λ

β2V
e−

λ
βEi(λ/β), (159)

where Ei(x) is the exponential-integral function [46, 47] defined by

Ei(x) = −

∫∞
−x
dt
e−t

t
x < 0, (160)

and

Ei(x) = − lim
ε→0

∫−ε
−x

dt
e−t

t
+

∫∞
−ε
dt
e−t

t
x > 0. (161)
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For the third term that contributes to the average energy density
ε3(β, λ) we have

ε3(β, λ) = −
λ

V

∫∞
0

dωωe−λω
∑
ρ

1

βω− ρ
. (162)

As we will see, the contributions given by ε3(β, λ) and ε4(λ) can be
written in terms of superzeta functions. A straightforward calculation
gives us for ε4(λ)

ε4(λ) = −
1

λV

∑
ρ

1

ρ
. (163)

Let us discuss the construction of the so-called superzeta or secondary
zeta function built over the Riemann zeros, i.e., the nontrivial zeros of
the Riemann zeta function [80]. As was discussed by Voros, in view of
the central symmetry of the Riemann zeros ρ↔ 1−ρ, leads us to gen-
eralized zeta functions of several kinds. Each one of these superzeta
functions reflects our choice of a set of numbers to build zeta func-
tions over the Riemann zeros. The first family that we call G1(s, t) is
defined by

G1(s, t) =
∑
ρ

1

(12 + t− ρ)
s

<(s) > 1, (164)

valid for t ∈ Ω1 = {t ∈ C | (12 + t− ρ) 6∈ R−(∀ρ)}. This is the simplest
generalized zeta-function over the Riemann zeros. The sum runs over
all zeros symmetrically and t is just a shift parameter. In view of the
fact that∑

ρ

1

ρ
=

∞∑
k=1

1
1
2 + iτk

+
1

1
2 − iτk

=

∞∑
k=1

1
1
4 + τ

2
k

, (165)

the second generalized superzeta function is defined as

G2(σ, t) =
∞∑
k=1

(τ2k + t
2)−σ <(σ) >

1

2
, (166)

valid for t ∈ Ω2 = {t ∈ C | t± iτk 6∈ ± iR− (∀k)}. The central sym-
metry τk ↔ −τk, is preserved in the family of superzeta functions
G2(σ, t). Using the above definitions, the contributions to the average
energy density given by ε3(β, λ) and ε4(λ) can be written respectively
as

ε3(β, λ) = −
λ

V

∫∞
0

dωωe−λωG1(1,βω− 1/2) (167)

and

ε4(λ) = −
1

λV
G2(1, 1/2). (168)
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Since we are interested in the region <(σ) > 1
2 we are in the region

of convergence of the series in Eq. (166). Therefore, assuming the
Riemann hypothesis we can write ε4(λ) as

ε4(λ) = −
1

λV

∞∑
n=1

1
1
4 + γ

2
n

. (169)

After this discussion of the terms that involve superzeta functions, let
us proceed with the contribution to the average energy density given
by terms that involve the Hurwitz zeta function and the Riemann zeta
function. The Hurwitz zeta function ζ(z,q) is the analytic extension
of the series

ζ(z,q) =
∞∑
n=0

1

(q+n)z
q 6= 0,−1,−2, ..., Re(z) > 1, (170)

which is a meromorphic function in the whole complex plane with a
single pole at z = 1. We can write ε5(β, λ) in terms of the Hurwitz
zeta function as

ε5(β, λ) = lim
z→1

(
1

βV
−
λ

2V

∫∞
0

dωωe−λωζ(z,βω/2)
)

. (171)

Finally, let us discuss the last term given by ε6(λ). Using the zeta
function ζ(s) defined by Eq. (204) and its analytic extension Eq. (23)
we can write ε6(β, λ) as

ε6(λ) = lim
s→1

1

2λV
ζ(s). (172)

In the next section we will discuss the structure of the singularities
for ε3(β, λ), ε5(β, λ) and ε6(λ) to the average energy density.

6.5 regularized average energy density

The aim of this section is to find the contributions given by ε3(β, λ),
ε5(β, λ) and ε6(λ) to the average energy density. From the previous
section we have that the contribution to the average energy density
given by ε3(β, λ) can be written as

ε3(β, λ) = −
λ

V

∫∞
0

dωωe−λωG1(1,βω− 1/2). (173)

The superzeta function G1(s, t) admits an analytic extension to the
half-complex plane given by

G1(s, t) = −Z(s, t) +
1

(t− 1
2)
s
+

sinπs
π

J(s, t), (174)

where Z(s, t) is the superzeta function G1(s, t) evaluated in the trivial
zeros of the Riemann zeta function [80]. It is possible to write Z(s, t)
in terms of the Hurwitz zeta function, defined in Eq. (170), as

Z(s, t) =
∞∑
k=1

(
1

2
+ t+ 2k

)−s

= 2−sζ

(
s,
1

4
+
1

2
t

)
. (175)
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The function J(s, t), a Mellin transform of the logaritmic derivative of
the Riemann zeta function, is defined as

J(s, t) =
∫∞
0

ζ ′

ζ

(
1

2
+ t+ y

)
y−sdy Re(s) < 1. (176)

As discussed by Voros, all the discontinuities of (t−1/2)−s and −Z(s, t)
in the interval (−∞, 12 ] cancel against jumps of J(s, t). Therefore, the
analytic continuation of G1(s, t) is a regular function of t ∈ Ω1. Us-
ing the analytical properties of the Mellin transformation of (ζ ′/ζ)(x)
the function J(s, t) has a known global meromorphic structure which
implies the meromorphic continuation to the whole plane of the su-
perzeta function G1(s, t). The function J(s, t) has simple poles at
s = +1,+2, ... with residues given by

Res(J(s, t))|s=n = −
1

(n− 1)!
dn

dtn
log |ζ

(1
2
+ t
)
|, (177)

and this structure makes the product sin(πs) J(s, t) free of singular-
ities. Hence, the singularity structure of the function G1(s, t) is the
same as the one of Z(s, t), i.e, of the Hurwitz zeta function.

The analytic extension of the Hurwitz zeta function ζ(s,q) can be
performed as given in [10]. The result is a meromorphic function for
Re(s) > 0, with a simple pole at s = 1 and of residue 1. It is possible
to show that

lim
s→1

(
ζ(s,q) −

1

s− 1

)
= −ψ(q), (178)

where ψ(q) is the Euler’s Psi-function defined by

ψ(x) =
d

dx
ln Γ(x). (179)

Since sin(πs) vanishes at integers, the contribution to the average en-
ergy density given by ε3(β, λ) can be written as

ε3(β, λ) = −
λ

V

∫∞
0

dωωe−λω
(
1

2
ψ

(
βω

2

)
+

1

βω− 1/4

)
. (180)

To perform the integral of the first term in the parenthesis, we can
use the functional relation for the psi function ψ(x+ 1) = ψ(x) + 1/x
and the following series representation for ψ(x+ 1)

ψ(x+ 1) = −C+

∞∑
k=2

(−1)kζ(k)xk−1. (181)

The integral of the second term is similar to the one calculated for
ε2(β, λ) which can be expressed in terms of the exponential-integral
function Ei(x). Accordingly, the contribution to the average energy
density given byε3(β, λ) can be written as

ε3(β, λ) =
C

2λV
−
1

βV

∞∑
k=2

g(k)

(
β

λ

)k
+

λ

4β2V
e−

λ
4βEi

(
λ

4β

)
(182)
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where g(k) =
(−1)k

2k
Γ(k+ 1)ζ(k). From the last section, the contribu-

tion to the average energy density given by ε5(β, λ) can be written as

ε5(β, λ) = lim
s→1

(
1

βV
−
λ

2V

∫∞
0

dωωe−λωζ(s,βω/2)
)

.

A similar procedure as the mentioned above in the analysis of the
Hurwitz zeta function can be performed with the aid of equations
(178), (179) and (181). In this case we can see that ε5(β, λ) has three
contributions, the first two are finite and the last one is singular. We
have

ε5(β, λ) =
1

βV
+
λ

2V

∫∞
0

dωωe−λωψ

(
ωβ

2

)
−h(λ,V). (183)

We can write ε5(β, λ) as

ε5(β, λ) = −
C

2λV
+
1

βV

∞∑
k=2

g(k)

(
β

λ

)k
− h(λ,V), (184)

where h(λ,V) = lims→1
(
1
2λV

1
s−1

)
and g(k) being the same coefficient

as before. From the previous section we have that the contributions
to the average energy density given by ε6(λ) is

ε6(λ) = lim
s→1

1

2λV
ζ(s).

The ε6(λ) contribution is proportional to the Riemann zeta function.
Using the analytic extension of the Riemann zeta function and the
fact that

lim
s→1

(
ζ(s) −

1

s− 1

)
= −ψ(1), (185)

where ψ(1) = −0.577215 is the Euler’s constant, we can write ε6(β)
as a finite contribution and again a singular part. We have

ε6(λ) = −
1

2λV
ψ(1) + h(λ,V). (186)

Note that the singular contribution in ε5(β, λ) and ε6(β, λ) cancel
each other.

We can split the contribution of each term to the average energy
density into two categories. The first one coming from εA(λ) = ε1(λ)+

ε4(λ) + ε6(λ). These terms are temperature independent and, there-
fore, we can interpret them as coming from the vacuum modes as-
sociated to the arithmetic gas. The other terms ε2(β, λ), ε3(β, λ) and
ε5(β, λ) are temperature dependent contributions. We can write this
thermal contribution εB(β, λ) as

εB(β, λ) =
1

βV
−

λ

β2V
e−

λ
βEi

(
λ

β

)
+

λ

4β2V
e−

λ
4βEi

(
λ

4β

)
. (187)
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We have shown that the thermodynamic quantities associated to the
arithmetic gas can be calculated. A similar calculation can be per-
formed to find the average entropy density. Since we have an ambigu-
ity in the mean free energy density the mean entropy also keeps such
ambiguity.
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C O N C L U S I O N S A N D P E R S P E C T I V E S

Probability is not a notion of pure mathematics,
but of physics or philosophy.

– G. Hardy and J. Littlewood.

7.1 conclusions

We present a scenario where it is possible to establish some links
between the Riemann zeta function theory and physics.

From Hadamard’s theory it is possible to define analytic functions
by its zeros and singularities. In the case of the Riemann zeta function,
it is possible to represent it as an Euler product and a Hadamard’s
product. This shows a relationship between the set of prime num-
bers and nontrivial zeros of the zeta function. Nevertheless these two
sequences of numbers have totally distinct behavior with respect to
being the spectrum of a linear operator associated to a system with
countable infinite number of degrees of freedom.

The renormalized zero-point energy of a massive scalar field with
the Riemann zeros in the spectrum of the vacuum modes was pre-
sented. Using analytic and dimensional regularization, for even di-
mensional space-time, we show that the series that defines the reg-
ularized energy density is finite, therefore there is no necessity of
introducing counterterms. For odd dimensional space-time the ana-
lytic regularization procedure does not produce finite results because
the coefficients of the series are divergent. We concluded that in order
to renormalise the vacuum energy we are forced to introduce mass
counterterms in the interaction lagrangian only for odd dimensional
space-time, it guarantees the cancellation of the polar contributions
in the series.

We established a precise connection between the asymptotic dis-
tribution of the Riemann zeros with the asymptotic behavior of the
Fourier transform of the two-point correlation function of the non-
linear sigma model in the leading order in 1/N expansion in a two-
dimensional Euclidean space. This result shows us that there is a
deep connection between number theory and quantum field theory,
that deserves a further investigation.

We show that using an arithmetic quantum field theory with ran-
domness it is possible to connect strongly the non-trivial zeros of the
Riemann zeta function with a measurable physical quantity defined
in the system. For the Riemann gas, since the Riemann zeta function
has a simple pole in s = 1, there is a Hagedorn temperature above

61



62 conclusions and perspectives

which the system can not be heated up. The divergence of the par-
tition function at the Hagedorn temperature is related to the prime
number theorem. This can be seen expanding the zero-free region of
the Riemann zeta function to include the vertical line Re(s) = 1. For
the randomized Riemann gas assuming that the ensemble is made by
an enumerable infinite set of copies we show that the mean energy
density depends on the distribution of the Riemann zeros. This is be-
cause the mean energy density is defined in terms of the quantity
ζ ′

ζ (s), which is related to the non-trivial zeros of the Riemann zeta
function.

On the other hand, considering an ensemble made by a non enu-
merable set of copies, the singular behavior of the average free energy
density disappears, i.e, it is non-singular for all temperatures. Due to
the behavior of the Riemann zeta function in the critical region, the
average free energy density acquires complex values and appears an
ambiguity in the free energy density. When we study the average en-
ergy density of the system, the above mentioned problem disappears,
since it is related to the logarithmic derivative of the zeta function
ζ ′

ζ (s). We showed that the divergent contributions that appear in the
average energy density of the system can be circumvented using an
analytic regularization procedure.

7.2 perspectives

7.2.1 Regularized zeta function

Hilbert pointed out in his millenium problems article that one of the
relevant functions to prove the Riemann hypothesis would be the
function

ξ(s, x) =
∞∑
n=1

xn

ns
. (188)

Basically what this function implies is a regularization method for
the Riemann zeta function. The Hilbert proposal is a power law regu-
larization scheme, where in the limit x → 1 we recover the Riemann
zeta function. It is clear that other possible regularization schemes
can be implemented as the quantum field theory has taught us. One
of the immediate possibilities is to explore an exponential cut-off λ.
Many trends can be addressed at this stage. The first possibility is
to figure out if there exists the analytic extension to the complex λ-
plane of the new cut-off zeta function. This analytic extension could
provide new insights on how to deal with the Riemann hypothesis
and establish some kind of renormalization group. Based on this ana-
lytic approach, one can find out if the cut-off zeta function has zeros
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in the complex λ-plane, and if it does, one can ask how these complex
zeros flow when the limit λ→ 0 is reached.

One of the most important teachings of the dimensional regular-
ization of the quantum field theory was that a good regularization
scheme must preserve the symmetries of the theory. Reminding that
from the functional equation for the Riemann zeta function, it is
possible to define the function ξ(s) which presents the symmetry
ξ(s) = ξ(1 − s), a possible question is: what kind of new symme-
tries could be inserted in these regularization schemes that can serve
us to deal with the Riemann hypothesis?

7.2.2 Physics of the Möbius function

Some proposal showing connections between random walks and prime
numbers [38] employed the Möbius function Eq. (11). In this approach
the Mertens function defined as M(n) =

∑n
k=1 µ(k) denotes the cu-

mulative values of µ(n) which are equiprobably equal to 1 and −1

and therefore, M(n) reassembles a one dimensional random walk.
Another physical interpretation to µ(n) was given in [33], where it
was shown that µ(n) can be interpreted as the operator (−1)F giv-
ing the number of fermions in quantum field theory. The fact that
µ(n) = 0 when n is not squarefree is equivalent to the Pauli exclu-
sion principle.

A more recent proposal is due to P. Sarnak [164]. It is based on
the intuition that the Möbius function behaves like a random vari-
able taking very erratic and unpredictable values. This proposal has
been formalized as the Sarnak’s conjecture with many implications
in number theory if it results to be true.

Following these ideas, we can consider a physical disordered sys-
tem of spin 1 like a spin glass that resemblance in some sense the
Möbius function. One of the challenges is to choose an appropriate
probability distribution function to fit in good approximation the be-
haviour of the Möbius function.

7.2.3 Riemann zeros and non-linear σ-model

The asymtotic behaviour of the Fourier transform of the two-point
correlation function of the nonlinear sigma model fits remarkably the
asymptotic behavior of the Riemann zeta zeros. Based on this fact,
two questions emerge:

• Could the Fourier transform of higher order correlation func-
tions of the nonlinear sigma model fit the statistical distribution
of the Riemann zeta zeros?
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• Since two-dimensional quantum chromodynamics (QCD) reduces
to the non-linear sigma model in some limit [141], is there a con-
nection between the Riemann zeros, QCD and confinement?.

7.2.4 Parafermion arithmetic gas

The parafermion arithmetic gas of order r is a quantum gas where
the exclusion principle states that no more than r− 1 parafermions
can have the same quantum numbers [169]. The partition function
for an arithmetic parafermion gas or order r is given by Zr(β,ω) =

ζ(βω)/ζ(rβω). A natural extension of the analysis made for the ran-
domized Riemann gas is to assume that, as the previous case, ω is a
random variable with a given probability distribution over an ensem-
ble of hamiltonians.

7.2.5 Probabilistic Riemann zeta function

Similarly as the celebrated probabilistic model by Cramer of prime
numbers [158, 159] gave deep insights on the understanding of prime
numbers, the following question arises: Does exist a probabilistic
model for the Riemann zeta function in the complex plane?. Although
this issue is more speculative and deep work must be done to clarify
the meaning of this question, there are some hints that point out that
this is a possible issue to address. The quenched free energy for an
anharmonic oscillator with a random frequency can be calculated in
terms of the derivative of a particular spectral zeta function ζ(s,ω) at
s = 0. This derivative is determined by the analytic continuation of
the spectral zeta function from the domain where the series actually
converges. The spectral zeta function in this case is the Hurwitz zeta
function ζ(s,a) where a is a random variable with some probability
distribution function. The spectrum of the Riemann gas is a very spe-
cific spectrum for which the randomness in the frequency introduces
some randomness in the argument of the partition function (Riemann
zeta function). In this case we obtain a way to go further over the pole
of the Riemann zeta function and regularize all the divergent expres-
sions to get a finite average energy density. In this stage we could
ask the following questions: Is it possible to assume the argument of
the Riemann zeta function s = σ+ iτ as a random complex variable
with some complex measure?, What new information could this ap-
proach give us about the Riemann zeta function?. The randomized
and parafermion Riemann gas are different physical realizations of
a probabilistic model for the Riemann zeta function which deserves
further investigation.
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G A M M A F U N C T I O N

In this appendix we discuss briefly the gamma function. Many of
its properties are frequently used to the analyses of the Riemann zeta
function and different regularization procedures in quantum field the-
ory.

The gamma function is defined in the complex plane by the integral

Γ(z) =

∫∞
0

e−ttz−1 dt Re(z) > 0. (189)

It is possible to study the behaviour of Γ(z) in the complex plane
splitting the integral into two parts Γ(z) = P(z) +Q(z) where

P(z) =

∫1
0

e−ttz−1 dt, Q(z) =

∫∞
1

e−ttz−1 dt, (190)

the integrand e−ttz−1 is analytic in z and continuous in z and t for
Re(z) > 0 and 0 < t < ∞. For t near to the origin the integrand
diverges if Re(z) 6 0, hence the function P(z) is analytic just in the
half-plane Re(z) > 0, while the function Q(z) is analytic in the whole
complex plane. It implies that Γ(z) is analytic in the region Re(z) > 0.
We can perform an analytic continuation of the Γ(z) to the rest of the
complex plane using the series expansion of the exponential in the
function P(z) and then integrating term-by-term as follows

P(z) =

∫1
0

dt tz−1
∞∑
k=0

(−1)k

k!
tk =

∞∑
k=0

(−1)k

k!
1

(k+ z)
. (191)

The exchange of the sum and the integral is possible to do because the
integral converges absolutely for Re(z) > 0. However, we can see that
the Eq. (191) is analytic in the z-plane if z 6= 0,−1,−2, · · · . Therefore,
the series is a merophormic function with simple poles at the points
z = −n. For Re(z) > 0 this function coincides with the integral which
defines P(z) and hence the Eq. (191) is the analytic continuation of
P(z)to the whole complex plane. An analytic extension for Γ(z) is
given by

Γ(z) =

∞∑
k=0

(−1)k

k!
1

(k+ z)
+

∫∞
1

e−ttz−1 dt, z 6= −n, n ∈ N, (192)

and we can represent it in a neighborhood of the pole z = −n, (n =

0, 1, · · · ) in terms of the residues (−1)n/n! and a regular partΩ(z+n)

as

Γ(z) =
(−1)n

n!
1

z+n
+Ω(z+n). (193)
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Many different properties are satisfied by the Γ(z) function. We list
here the most relevant used in this work.Properties of Γ(z).

Γ(z+ 1) = z Γ(z), (194)

Γ(z)Γ(1− z) =
π

sinπ z
, Euler’s reflection formula (195)

22z−1Γ(z)Γ

(
z+

1

2

)
=
√
π Γ(2z), duplication formula.(196)

We can use the Eq. (194) to calculate Γ(z) for some specific values of
z. We notice from Eq. (189) that Γ(1) = 1, then we find by induction
that

Γ(n+ 1) = n!, n = 0, 1, 2, · · · (197)

Γ(1/2) =
√
π, (198)

Γ

(
1

2
+n

)
=

1 · 3 · 5 · · · (2n− 1)

2n
√
π. (199)

The Γ(z) function has no zeros in the complex plane. To see this note
that the points z = n (n = 0,±1,±2, · · · ) can not be zeros, since for
positive n we have Γ(n) = (n − 1)! and for negative n it diverges.
From the Eq. (195) we see that any other value of z can be a zero of
Γ(z), because if there is one value of z for which Γ(z) = 0, then it
would be a pole of Γ(1− z), which is impossible. Then we have that
Γ(z) does not vanish and therefore Γ(z)−1 is well defined in the whole
complex plane with zeros at z = −n.

By the factorization Hadamard theorem we can represent the Γ(z)−1

in terms of its zeros. This representation is the Weierstrass formula
for the Γ(z) function given by

1

Γ(z)
= zeγz

∞∏
n=1

(
1+

z

n

)
e−

z
n , (200)

where γ is Euler’s constant. By logarithmic differentiation we obtain
that

−
d

dz
lnΓ(z) = −

Γ ′(z)

Γ(z)
=
1

z
+ γ+

∞∑
n=1

(
1

z+n
−
1

n

)
. (201)

The Stirling’s formula is useful to obtain some important results of
the ζ(z) function. It is express as

lnΓ(z) =

(
1−

1

2

)
lnz− z+

1

2
ln(2π), |z|→∞, (202)

and let us give a useful integral representation of az derived from Eq.
(189). By changing of variable t = ax we have that

1

az
=

1

Γ(z)

∫∞
0

d t ′ e−at
′
t ′z−1. (203)



B
A N A LY T I C E X T E N S I O N O F ζ ( s )−F U N C T I O N

This appendix is a briefly review of the analytic continuation of the
Riemann function.

We start remembering the definition of the Riemann zeta function
Eq. (204) For a complex variable s ,i. e.s = σ + i τ with σ , τ ∈ R .
The Riemann zeta function is defined as the Dirichlet series by

ζ ( s ) =

∞∑
n=1

1

n s
, (204)

To obtain the analytic continuation to the whole complex plane of
ζ ( s ) we use an integral representation obtained from the integral
formula for the gamma function Eq. (203). If we take a = n 2 , t =

πx and renaming 2 s as s to maintain the notation we can write the
zeta function as

ζ ( s ) =
π s/2

Γ
(
s
2

) ∫ ∞
0

d xx
s
2 −1

∞∑
n=1

e−n
2π x (205)

by defining the function Ψ ( x ) as

Ψ ( x ) =

∞∑
n=1

e−n
2π x , (206)

and splitting the integral into the intervals [ 0 , 1 ] and [ 1 , ∞ ) , we
can write the ζ ( s ) function as

Γ

(
s

2

)
ζ ( s )π−s/2 =

∫ 1
0

d xx
s
2 −1Ψ ( x ) +

∫ ∞
1

d xx
s
2 −1Ψ ( x ) ,

(207)

the Poisson’s summation formula for Ψ ( x ) is given by∞∑
n=−∞ e

−n2π x =
1√
x

∞∑
n=−∞ e

−n2 π
x , (208)

which is equivalent to

2Ψ ( x ) + 1 =
1√
x

(
2Ψ

(
1

x

)
+ 1

)
, (209)

may be used to obtain an integral representation for ζ ( s ) as

Γ

(
s

2

)
ζ ( s )π−s/2 =

1

s ( s − 1 )
+

∫ ∞
1

d x
(
x
s
2 −1 + x− s

2 −
1
2
)
Ψ ( x ) .

(210)

The integral in the right side is convergent for all values of s and
therefore this is the analytic extension to the whole complex plane of
the zeta function.
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T H E A N A LY T I C E X T E N S I O N O F T H E S U P E R - Z E TA
F U N C T I O N Gγ ( s )

In this appendix we present the analytic extension of one of the super-
zeta functions. We are following the Ref. [75]. The superzeta function
Gγ ( s ) is defined by Eq. (79) as

Gγ ( s ) =

∞∑
n=1

1

γ sn
, < ( s ) > 1 , (211)

where we are assuming that γn > 0 . Similar as was done with the
Riemann zeta function, we have that the superzeta function can be
written as

Γ

(
s

2

)
π− s

2 Gγ ( s ) =

∫ ∞
0

dx x
s
2 −1

∑
γ>0

e−πγ
2 x . (212)

Let us split the integral that appears in Eq. (212) in the intervals [ 0 , 1 ]
and [ 1 , ∞ ) , and define the functions

A ( s ) =

∫ 1
0

dx x
s
2 −1

∑
γ>0

e−πγ
2 x (213)

and

B ( s ) =

∫ ∞
1

dx x
s
2 −1

∑
γ>0

e−πγ
2 x . (214)

Note that B ( s ) is an entire function. To proceed let us use that

∑
γ>0

e−πγ
2 x = −

1

2π
√
x

∞∑
n=2

Λ (n )√
n

e−
( l n n )2

4πx + e
πx
4

−
1

2π

∫ ∞
0

d t e−πxt
2

Ψ ( t ) , (215)

where the function Ψ ( t ) is given by

Ψ ( t ) =
ζ ′ ( 12 + i t )

ζ ( 12 + i t )
+
ζ ′ ( 12 − i t )

ζ ( 12 − i t )
. (216)

Substituting Eq. (215) in (213) we get that A-function can be written
as

A ( s ) = A 1 ( s ) + A 2 ( s ) + A 3 ( s ) , (217)
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where

A 1 ( s ) = −
1

2π

∫ 1
0

dx x
s
2 −

3
2

( ∞∑
n=2

Λ (n )√
n

e−
( l n n )2

4πx

)
, (218)

A 2 ( s ) =

∫ 1
0

dx x
s
2 −1 e

πx
4 (219)

and finally

A 3 ( s ) = −
1

2π

∫ 1
0

dx x
s
2 −1

( ∫ ∞
0

e−πxt
2

Ψ ( t )

)
. (220)

Changing variables in the A1(s), i.e., x→ 1/x we get

A1(s) = −
1

2π

∫∞
1

dx x−
s
2−

1
2

( ∞∑
n=2

Λ(n)√
n
e−

x(lnn)2
4π

)
. (221)

It is clear that A1(s) is an entire function of s. Let us define Φ(s) as

Φ(s) = A1(s) +B(s). (222)

Using Eqs. (214), (217), (219), (220) and (222) we can write expres-
sion (212) as

Γ

(
s

2

)
π−

s
2Gγ(s) = Φ(s) +A2(s) +A3(s). (223)

Since Φ(s) is an entire function and we have the integrals that de-
fine A2(s) and A3(s), the above formula is the analytic extension
of the secondary zeta function. The function Gγ(s) is a meromor-
phic function of s in the whole complex plane with double pole
at s = 1 and simple poles at s = −1,−3, ..,−(2n + 1), .. . Therefore
(s− 1)2Gγ(s)(Γ(s))

−1 is an entire function.
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